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1A: PROJECT OVERVIEW 

 
 

PROJECT TITLE 
 
Harmful Algal Bloom Innovative Technology: The Harmful Algal Bloom Assessment of Lake 
Okeechobee System (HALO) 
 
 

GRANT AND REPORT STRUCTURE 
 
Because of the nature and timing of the project, this Final Report only details results from Tasks 1 thru 7 
of the grant agreement, with a separate future report for Tasks 8 thru 13 which are part of a new 
amendment (#3). This present chapter, 1A: Project Overview, contains general information applicable 
all Project Tasks, including an  

x Project Overall Tasks Performed 
x Project Major Results and Accomplishments 
x Project Background 
x Project Location and Activities Conducted (essentially a task overview) 
x Project Conclusions and Recommended Future Work.  

This chapter is followed by individual appendices that provide comprehensive information on individual 
Project Tasks or Sub-Tasks (e.g. Task 3A, 3B, and 3C are complex and are therefore separated as 
individual appendices, while Tasks 5A and 5B are more logically combined into a single Task 5 
appendix) which each contain a: 

x Task Introduction 
x Task Methods 
x Task Activities Scheduled vs. Completed 
x Task Results and Discussion 
x Task Conclusions and Future Work 

 

PROJECT OVERALL TASKS PERFORMED 
 
This report relates specifically to Tasks 1 thru 7 of the Harmful Algal Bloom Assessment of Lake 
Okeechobee (HALO) observation system specifically conducted from 7/1/20 to 6/30/22, with active 
monitoring and modeling activities primarily performed during calendar year 2021. The HALO system 
augments conventional harmful algal bloom (HAB)-related monitoring (e.g. by the South Florida Water 
Management District; SFWMD) with autonomous HAB detection technologies and advanced 
environmental measurements of the water, sediment, and air to provide a context for the ecological 
observations. Additionally, modeling activities aimed to synthesize and abstract results to develop a 
predictive capacity for Lake Okeechobee HABs, in particular Microcystis aeruginosa. In turn, HALO 
seeks to provide improved HAB-related decision-making and resource planning capabilities for relevant 
agency and stakeholder management. Activities provide information needed to understand the seasonal 
progression of blooms, especially regarding the geographical patterns of nutrient sources, utilization, and 
limitation, as well as the role of environmental factors such as the light and hydrodynamic environment. 
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Information in regards to where, when, and which species are blooming ± but also why ±is critical for cost 
efficient decision making, e.g. for nutrient reduction programs, e.g. fertilizer management, dredging, or 
interception technologies. Moreover, the means to pinpoint problem areas early enables a much more 
rapid and efficient mitigation response. But while early detection and/or forecast are critical for 
deployment of mitigation efforts, the additional benefit of establishing baseline information of 
environmental characteristics is also imperative for designing of pre-and post- mitigation monitoring 
strategies. This data additionally develops a comparative reference to evaluate overall efficacy and safety 
of any of HAB mitigation efforts, as well as any secondary impacts. From inception, the project strived to 
produce concrete outputs evidenced by the public web portal, several issues of a bulletin during the bloom 
season of 2021, and two predictive and operational models under continuous improvement. A portion of 
the data generated is acquired remotely and thus paves the way for a future fully autonomous monitoring 
system. 

Project Task numbers and associated measurements included: 

1. 7KH�³+DUPIXO�$OJDO�%ORRP�$VVHVVPHQW�RI�/DNH�2NHHFKREHH´��+$/2��ZHE-portal system was 
implemented as a publicly available database and data portal. The HALO system integrates data 
collected in other tasks and from other monitoring programs to provide data visualization. 
Biogeochemical and machine learning models were included within HALO to forecast bloom 
conditions through data aggregation. 

2. Conventional HAB sampling monitoring techniques complemented advanced analytical methods to 
detect and monitor HABs. This task focused on environmental monitoring; biological sampling and 
analysis; and water column toxin analysis. Data collection included discrete sampling and the 
deployment of autonomous in-situ monitoring via innovative optical and acoustic measurement 
technology. 

3. Conventional and innovative sediment sample measurements were utilized to determine the role and 
controls of sediment nutrient loading to the water column in the context of HABs. Parameters studied 
included the spatial and temporal variability of sediment legacy nutrient loads; associated nutrient 
microbial respiration and redox-dependent nutrient transformation processes; benthic fluxes of 
carbon, nutrients, and toxins; and the analysis of sediment M. aeruginosa cysts and toxins. 

4. An Autonomous Surface Vehicle (ASV) was employed to provide continuous environmental, 
meteorological, biogeochemical, and physical monitoring of surface waters with real-time 
communication. The ASV was programmed to survey the northern lake. 

5. Optical measurements of the lake-leaving remote sensing reflectance were monitored in situ in the 
northern lake at a high temporal frequency to monitor M. aeruginosa VXUIDFH�VFXPV��SURYLGH�³JURXQG�
WUXWKLQJ´�RI�FRQYHQWLRQDO�VDWHOOLWH�UHPRWH�VHQVLQJ�DOJRULWKPV�WR�HVWDEOLVK�UHODWLYH�HUURUV��DQG�
determine if algorithm refinement is required. Additionally, satellite remotely sensing-based HAB 
monitoring was conducted to generate routine maps of surface HAB scums.  

6. Near real time water quality monitoring was conducted at in surface and bottom waters of Lake 
Okeechobee. The systems provided an intensive array of continuous water quality monitoring 
parameters beyond those typically generated by water quality sondes, not limited to Chlorophyll-A, 
nitrate, and orthophosphate. 

7. Microcystin toxins were monitored in aerosols over several discrete survey events, and time-
integrated water column toxins were measured at several sites via multi-week deployment of 
adsorptive resins. 
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PROJECT MAJOR RESULTS AND ACCOMPLISHMENTS 
 
This section is formatted to list the specific activity and then the major results or accomplishments 
resulting from that activity: 

1.  Biweekly/monthly environmental surveys expanded the temporal and scientific resolution of 
the ongoing SFWMD sampling regiment. HALO targeted alternate weeks to the extent 
logistically possible while also obtaining bottom water samples and measurements in addition 
to the typical surface measurements obtained by SFWMD. Measurements included HAB 
speciation (flow cytometry and epifluorescence), cell health (live/dead counts), metabolic rates, 
pigments, variable fluorescence, and toxins.  

x M. aeruginosa was the dominant bloom forming cyanobacteria although other toxic taxa were also 
observed including Dolichospermum sp., and Cylindrospermopsis sp. (Task 2B) 

x M. aeruginosa blooms appear more vertically stratified in the turbid sites relative to the more 
optically transparent sites, with cell counts elevated in the surface layer. However, this apparent 
pattern may be influenced by the hourly timing of the site visit, as vertical cell distributions exhibit a 
diel dependency (see #2 below). (Tasks 2B, 2D) 

x Unhealthy or dead cells also often comprised a significant bloom fraction in surface and bottom 
waters. Dead cells were most abundant during peak bloom periods suggesting patchy and rapidly 
oscillating cycles of growth and death possibly due to local nutrient limitation. (Task 2B) 

x Microcystin concentrations were highly variable among sites and over time but were frequently 
highest in surface waters. (Tasks 2B, 7C) 

x M. aeruginosa photophysiology (Fv/Fm) showed different temporal trends among sites, but was 
more variable in surface waters suggesting that local, short term light exposure history is important 
to the health and photosynthetic capacity of populations. (Task 2B) 

x M. aeruginosa metabolic rates were generally highest towards the end of the bloom season in August 
or September, suggesting a possible switch from autotrophy to chemotrophy. (Task 2C) 

 

2.  Innovative in situ HAB detection technologies were tested for sustained monitoring suitability 
in this optically complex system. These included an in situ holographic microscope deployed 
during a discrete survey: the AUTOHOLO; and an acoustics-based system deployed for a 2-
week period: the Acoustic Zooplankton Fish Profiler).  

x The AUTOHOLO is theoretically capable of detecting M. aeruginosa at lower cell concentrations 
than other state-of-the-art in situ techniques. This new in situ HAB detection technology was 
demonstrated to work effectively in imaging M. aeruginosa colonies, copepods and detrital matter 
under a variety of particle loads. (Task 2D) 

x The AZFP, while unable at least at this testing stage to resolve particle identities, was able to detect 
the apparent diurnal transport of particulates (presumably cells) during a M. aeruginosa bloom, with 
concentration near the surface during daylight hours and more uniform distributions or aggregation 
near the bottom at night. (Task 2D) 

 

3.  Lake optical properties (in-water) and hyperspectral surface reflectance were measured 
during discrete biweekly/monthly surveys to inform remote sensing-based detection and bio-
optical environmental characterization. 
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x Discrete remote sensing reflectance data (from hand-held instrumentation) revealed that adjustments 
to the chlorophyll and M. aeruginosa retrieval algorithms that are currently operationally employed 
via satellites can be modified for more accurate quantification. (Tasks 2B, 5B) 

x Optical backscatter was extremely high and Secchi depths were very low suggesting standard 
algorithms for interpretation of remote sensing imagery may be inappropriate for Lake Okeechobee. 
(Tasks 2A, 5B) 

 

4.  Historical remote sensing data syntheses, and the continuous fixed-location SeaPRISM 
measurements, when combined with these measurements (from #3) allowed validation 
�³JURXQG-WUXWKLQJ´��RI�VDWHOOLWH�DOJRULWKPV�LQ�WKLV�specific lake for the first time (e.g., 
measurements of Cyanobacterial Index, Chlorophyll, and turbidity). 

x HALO data demonstrates that the NOAA remote sensing HAB product (CI) is drastically 
underestimating cyanobacterial concentrations and a Lake Okeechobee-specific algorithm is needed. 
(Tasks 2B, 5B)  

x Over the last 5 years, peak bloom activity is during June through August, but certain parts of the lake 
also show high bloom activity outside these months. Historical data shows changes with respect to 
current bloom geographical patterns, and blooms were less frequent from 2004 through 2011 relative 
to the 2016 to 2021 time period. (Task 5B)  

x Satellite imagery combined with microscopic analysis revealed at least two different types of 
cyanobacteria bloom phenomena: M. aeruginosa dominated in the central and northern parts of the 
lake during the spring and summer, while other cyanobacteria (e.g. Dolichospermum sp.) was 
dominant in the western part of the lake in summer and into fall. (Tasks 2B, 5B) 

 

5.  M. aeruginosa cysts and toxin inventories were measured seasonally in lake sediments. 

x Sediment cores appeared contained visible M. aeruginosa colonies that appeared to have settled 
from the water column onto the surface of the sediment, but viable cysts were rarely detected within 
the sediments themselves, suggesting remineralization is rapid. (Task 3D) 

x Microcystin toxins were only present in sediments in significant concentrations when coinciding 
with current or recent blooms. There does not appear significant carry-over of toxins, e.g. from 
previous years. Even during blooms at the most turbid mud bottom sites, toxins are not present in 
surface sediments, suggesting that frequent resuspension/reoxygenation catalyzes degradation. (Task 
3E) 

 

6.  Sediment nutrient inventories and diffusive fluxes were measured routinely in collected 
sediment cores, along with relevant environmental parameters. Unique, high depth-resolution 
vertical electrochemical profiling provided information regarding the relevant microbial 
respiration pathways and status of mineralogic buffers potentially involved in N and P 
dynamics. 

x Muddy sediments were completely anaerobic below 2 mm depth, with very low nitrate/nitrite 
concentrations. Instead, dissimilatory iron(III) reduction is the most dominant respiratory pathway 
due to the extremely high concentrations of iron hydroxides. (Tasks 3A-C) 
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x In contrast to previous studies, both pore water ammonium and phosphate demonstrated strong site-
dependent seasonal patterns that had apparent dependencies on the intensity of Fe(III) respiration 
and Fe(II) oxidation processes. There is some evidence that storm-induced resuspension may release 
P in the short term (hourly/daily), but could limit P release over longer timelines (weeks) by causing 
the reoxidation of Fe minerals and the subsequent scavenging of phosphate. (Tasks 3A, 6) 

x Phosphate release to pore waters was most intense over late summer and fall, whereas dissolved 
ammonium in pore waters peaked in the spring at 2 of 3 study sites and declined gradually over the 
summer and fall. We suspect this process is related to a newly identified form of ammonium 
removal coupled to iron hydroxide reduction, feammox. These combined patterns lead to drastic 
changes in the inorganic N:P ratio of the sediment pore waters, with an order of magnitude change 
between the springtime maximum and late summer minimum. Considering M. aeruginosa growth is 
favored under elevated ammonium conditions, this finding could explain why M. aeruginosa blooms 
were most intense in 2021 in the spring. (Tasks 2B, 3A) 

x Sulfate reduction co-occurs in sediments during the spring, when warming temperatures may allow a 
pulse of intense organic respiration. (Task 3A) 

x Sediment diffusive fluxes of ammonium were more persistent than of phosphate, which may instead 
require resuspension for delivery. (Tasks 3A-B) 

x Pahokee Marina was a hotspot for sediment nutrient inventories and fluxes, explaining the intense 
blooms in this area relative to other lake areas. However, the nearby reference site also contained 
high nutrient inventories, suggesting dredging may not be a worthwhile mitigation technique. (Task 
3A) 

 

7.  In situ benthic incubations were conducted to determine benthic photosynthesis/respiration 
rates and nutrient and microcystin toxin fluxes. 

x Because biological processes are intense in this lake system relative to ocean systems from which 
this technique is developed, we are unable to discriminate between effects due to benthic respiration 
vs. sediment fluxes. Several findings can still be deduced. (Task 3B) 

x Benthic uptake of ammonium when M. aeruginosa is present is extremely rapid and can prevent this 
nutrient from accumulating. Nitrification can also occur rapidly, within a few hours of commencing 
the incubation. This can explain why Lake Okeechobee water column is dominated by nitrate in lieu 
of ammonium, except for under confined conditions with intense fluxes (e.g. Pahokee Marina). 
(Tasks 3A- B) 

x Dissolved oxygen consumption covaried with ammonium fluxes, although we cannot distinguish 
between benthic remineralization vs. sediment fluxes. (Tasks 3A- B) 

x Ammonium fluxes could explain the water column DIN inventory with a residence time of only 2 
days. (Tasks 3A- B) 

x Phosphate does not flux from sediments into benthic flux chambers until a dissolved oxygen 
threshold is reached (<50%) suggesting that the dissolution of the iron hydroxide mineral barrier is 
required. Because water column O2 concentrations rarely reach this level, diffusive fluxes of 
phosphate are probably low and resuspension fluxes are probably more important. (Task 3B) 

x Microcystin toxins accumulated in the benthic incubation chambers, especially when M. aeruginosa 
was present. It is not possible to distinguish between sediment toxin fluxes vs. in situ biological 
production. (Task 3B) 
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8.  An innovative in situ electrochemical analyzer was deployed to monitor in situ sediment 
respiration and potential nutrient release processes in real time (i.e. aerobic vs. anaerobic 
respiration processes). This was to our knowledge, the first in situ autonomous sediment sensor 
ever deployed for applied HAB-related monitoring. 

x We did not experience a high level of success in deploying this sensor long term for in situ 
monitoring, with only a few days of useable data collected; however, we did refine the approach in 
the laboratory and plan to continue testing as part of future HALO work. (Task 3C) 

x The data shows that microbial iron reduction is the dominant respiratory process. A complex, 
dynamic biologically-mediated process is evidenced by four tentative iron/sulfur containing 
molecules consistently detected. Combined with conventional pore water results that demonstrates 
the coaccumulation of dissolved iron and nutrients, these electrochemically detectable analytes can 
potentially be used as either direct nutrient proxies or as indicators of conditions conducive to a 
sediment nutrient flux. (Task 3C) 

 

9.  Continuous hourly environmental monitoring of surface and bottom waters in the northern 
lake was accomplished over a period of 7 months, including water quality and nutrient 
measurements, using advanced comprehensive sensors transmitting data in near-real time 
(extension of the Indian River Lagoon Observing Network; IRLON). 

x Significant sensor infrastructure was installed at the north SFWMD tower.  The infrastructure 
remains to easily reinstall these sensors if funded. (Task 6) 

x Water column phosphate and nitrate concentrations vary over short time scales and demonstrate that 
conventional biweekly measurements are not sufficient at capturing the required dynamics. Several 
nearly complete nutrient regeneration/depletion cycles can occur within these two-week windows. 
(Task 6) 

x Phosphate is critically linked to turbidity as a function of time, suggesting that sediment 
resuspension is a major control on the delivery of this nutrient. (Tasks 3A, 6) 

 

10. Surface water environmental, biological, and hydrodynamic monitoring was conducted for one 
full year using an autonomous sail-powered vehicle in the northern areas of the lake. 
Measurements included fluorometric measurements of chl. a, phyocyanin, and dissolved 
organic matter; temperature and conductivity, dissolved oxygen, RGB backscatter for 
particulates, and depth-resolved current velocities via an ADCP. 

x Triangular loop transects in the northern lake were repeated over 78 times in 2021 that show surface 
patterns in blooms and water quality parameters, even on cloudy days when satellite remote sensing 
measurements are not possible. (Task 4) 

x There is great value in the horizontal and temporal analytical and current velocity gradients captured 
via the in-water sensors and this data will be mined for years to come. (Task 4) 

x Different bloom species and stages appear to exhibit variable patterns of chl. a vs. phycyanin, 
relative to backscatter, as well as dissolved oxygen consumption patterns. These patterns may be 
characteristic of blooms and thus useful in remote identification, e.g. from fixed location water 
quality platforms. (Tasks 2B, 4) 

x Measured chlorophyll or phycocyanin fluorescence intensities, however, may be suppressed by the 
excess particulates (i.e. backscatter measurements), so a new lake-specific algorithm must be 
developed to accurately use this fluorometric in situ data going forward. (Task 4) 
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11. Spatially integrated concentrations of microcystin toxin aerosols, specifically fractionated by 
size according to human lung penetration/bioavailability, were monitored on half-day surveys 
during transit and related to in-water toxin concentrations. 

x Airborne microcystin concentrations were generally low, most samples below the limit of 
quantification (LOQ; ~0.03 ng m-3). In fact, airborne microcystin concentrations were far below 
levels thought to cause exposure symptoms (4.58 ng m-3; Wood and Dietrich 2011).  Air-borne 
microcystin concentrations were not correlated with water-borne microcystin or Microcystis 
concentrations, possibly due to the low (non-bloom) concentrations observed during this portion of 
the study. (Task 7B) 

 

12.  A 3-D hydrodynamic and biogeochemical model (ROMS-NZPD) was implemented for the lake 
environment, forced by river run-off, and nutrient fluxes, atmospheric forcing, and sediment 
inputs via parameterizations.  

x The model was operationalized on the HALO web portal and provided 4-D forecasts and hindcasts 
of chl. and nutrient concentrations +/- 7 days from present. (Task 1E) 

x The model accurately reproduces the hydrology, including the complex water management 
influences and evaporation, as well as water mass transport. (Task 1E) 

x Model validation is currently underway and the model is continuously being improved, including the 
accurate parameterization of sediment nutrients and vertical migration behavior. (Tasks 2A-B, 3A, 
6, 1E) 

 

13.   An AI Machine Learning model was developed and implemented to provide spatial bloom 
SUHGLFWLRQ�DV�³OHDUQHG´�IURP�KLVWRULFDO�trends. 

x The model based on a deep learning technique called ConvLSTM was operationalized on the HALO 
web portal and provided spatially resolved forecasts of chl. a. 14 days from present based on a 
OHDUQLQJ�GDWDVHW�WKDW�FRQVLVWV�RI�SUHYLRXV�GD\V¶�LQIRUPDWLRn. (Task 1F) 

x The model was offline trained using year-long multiple and updated in an online manner through 
incremental learning. (Tasks 1E, 1F, 5) 

x Data aggregation and preparation (i.e., data cleaning and preprocessing) for model training was a 
huge undertaking; now efforts are focused on integrating wind as a separate input channel to 
improve model skill. Validation is underway. (Task 1F) 

 

14.    Project results were made publicly available, are archived for future use, and several 
publications are in preparation. 

x A measurement database was created on a high performance computing server at FAU that serves to 
host data that is easily accessible via internal collaborators. (Task 1C) 

x A data portal was created on the Gulf Coast Ocean Observing System (GCOOS) website 
(halo.gcoos.org) to allow public viewing of certain data types and near-real time tracking of bloom 
conditions. (Task 1D) 

x A voluntary HALO bulletin was created and disseminated midway through the project to share 
results and insights and provide bloom condition updates, with a total of 7 issues released. 

x Publications in preparation include: 
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� Efficient anaerobic sediment processing via a novel sediment core extruder (recently published, 
Quinan et al., MethodsX Journal, Volume 9, 2022) (Task 3) 

� The Harmful Algal Bloom Assessment of Lake Okeechobee (HALO): Data synthesis and 
availability (Tasks 1-7) 

� Comparing conventional and innovative HAB detection technologies in Lake Okeechobee (Tasks 
2, 4, 5, 6) 

� A biogeochemical model for Lake Okeechobee HAB prediction (Task 1E) 
� Physics-informed machine learning-based Lake Okeechobee HAB prediction modeling (Task 1F) 
� Ecological phytoplankton bloom metabolism, physiology and light regulation, and toxicity in 

Lake Okeechobee during the 2021 bloom season (Tasks 2, 4, 5, 6, 7) 
� A novel benthic lander for lake and estuarine sediment nutrient flux measurements (Task 3B) 
� Iron cycling drives seasonal nutrient patterns in a shallow lake environment (Task 3A-C) 
� Lake HAB & water quality monitoring via a novel autonomous wind and solar-powered 

Autonomous Surface Vehicle (Task 4) 
� Long term Lake Okeechobee historical harmful algal bloom climatology from satellite remote 

sensing patterns (Task 5) 
� A novel M. aeruginosa quantification algorithm for Lake Okeechobee (Task 5) 
� High frequency water quality monitoring provide novel insights into Lake Okeechobee HAB 

dynamics (Tasks 2, 3, 6) 

 
PROJECT BACKGROUND 

 
Over the past decade or two in Lake Okeechobee, recurrent Harmful Algae Blooms (HAB) issues have 
revolved around extreme blooms of the cyanobacteria Microcystis aeruginosa. This common freshwater 
species is quickly becoming a global health threat, with reported increases in both the frequency and 
intensity of blooms around the world (e.g., Carey et al., 2012; Lehman et al., 2013; Miller et al., 2010). 
M. aeruginosa is a colonial cyanobacteria that can aggregate into large colonies and use gas vacuole 
buoyancy regulation to form dense surface blooms that out-compete other phytoplankton. In general, the 
growth of M. aeruginosa blooms are greatly enhanced by warm temperatures (25 - ���ƕ&���KLJK�
irradiance, and high nutrients (particularly high phosphorous and/or low N:P ratios) (Fujimoto et al. 1997; 
Xie et al. 2003; Homma et al. 2008; Davis et al. 2009; liu et al. 2011; Lapointe et al. 2012), environmental 
conditions which are common to Lake Okeechobee waters year round. In more temperate climates, M. 
aeruginosa blooms are seasonal (summertime - ZDUP�ZDWHU��HYHQWV��ZKHUH�WKH�FHOOV�³RYHU-ZLQWHU´�LQ�WKH�
sediments until conditions are more favorable for its growth (Brunberg & Blomqvist 2002). While Lake 
Okeechobee M. aeruginosa blooms are also seasonal, virtually no information is known as to whether the 
cysts overwinter in the sediments. In addition to creating dense surface mats that clog waterways, give off 
noxious odors and potentially cause hypoxia/anoxia events, M. aeruginosa blooms produce microcystins 
± potent hepatotoxins that have been linked to skin disease, respiratory distress, liver damage and liver 
cancer in both animals and humans (e.g. Dawson 1998; Carmichael 2001). Population assemblages of M. 
aeruginosa can be comprised of different strains that may be toxic or non-toxic (e.g. Baker et al. 2001; 
Davis et al. 2009). In addition, different strains can also have altered toxicity expression and regulation 
when exposed to different environmental conditions (Kaebernick & Neilan 2001; Ross et al. 2006; Davis 
et al 2009). Furthermore, M. aeruginosa and other cyanobacteria have been reported to produce the 
QHXURWR[LQ��ȕ-N- methylamino-L-alanine (BMAA), which has been linked to amyotrophic lateral sclerosis 
and symptoms resembling AlzheimHU¶V��&R[�HW�DO���������������7KHVH�WR[LQV�FUHDWH�VHULRXV�FRQFHUQV�IRU�
human health and have led to local warnings regarding exposure, closure of beaches and waterways, and 
state of emergency declarations within the region. The expected effects of climate change and further 
eutrophication in coastal environments may only increase this problem worldwide (Paerl 1988; Houghton 
et al. 2001; Hudnell & Dortch 2008; Paerl & Huisman 2009; Carey et al. 2012).  
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Blooms of this species now appear to be expanding into and persisting in more saline estuarine 
HQYLURQPHQWV��LQFOXGLQJ�)ORULGD¶V�6W��/XFLH�(VWXDU\��6/(��DQG�WKH�,QGLDQ�5LYHU�/DJRRQ��,5/���:KHQ�
Lake Okeechobee water levels become high due to large rain events, the Army Corps of Engineers 
discharge Lake Okeechobee water into two main canals, one that feeds water west through the 
Caloosahatchee River to the coastal waters of Ft. Meyers and Gulf of Mexico beaches, and one that feeds 
water east to the SLE, IRL and Atlantic beaches. Since large HABs of M. aeruginosa are now annual 
occurrences in Lake Okeechobee, these HABs are now regularly transported into the SLE and the IRL 
(and west coast regions), where they have resulted in significant ecological and economic damage 
(http://news.nationalgeographic.com/2016/07/ toxic-algae-florida-beaches-climate-swamp- 
environment/). For example, as a result of the on-going SLE/IRL M. aeruginosa bloom, several Florida 
counties are or have been under states of emergencies based on negative impacts to the economy, public 
health and ecosystem viability and submitted a request for a federal disaster declaration. A critical 
concern for local water managers is that the acute and/or chronic exposure risks of M. aeruginosa toxins 
to marine life and humans in and around the SLE/IRL region have yet to be documented or scientifically 
understood. Thus, an improved understanding of the ecology and persistence of M. aeruginosa blooms 
and the distribution, release, and bioaccumulation of their toxins represent the key challenges for local 
scientists and water managers. Despite year-round temperatures potentially within the habitable range for 
M. aeruginosa, the blooms do not typically persist year-round, suggesting other cofactors are involved, 
such as seasonal nutrient dynamics. 

Because of the shallow nature of the lake and thus a high sediment surface area to water column volume 
ratio, sediments play a large role in nutrient and HAB dynamics relative to other deeper systems. Decades 
of unchecked nutrient-ODGHQ�GLVFKDUJHV�KDV�UHVXOWHG�LQ�WKH�DFFXPXODWLRQ�RI�³OHJDF\´�DQWKURSRJHQLF�
nutrients in Lake Okeechobee sediments (Brezonik & Engstrom, 1998). Nutrient-rich mud has 
accumulated in the deepest eastern portion of the lake, and this mud is easily resuspended, affecting both 
water clarity (and thus light availability) and nutrient loading (Missimer et al. 2021). Nutrient fluxes of 
both N and P from sediments can flux from sediments due to both passive diffusion of pore water 
inventories or turbulent wind-driven resuspension. However, this sediment/water column coupling has yet 
to be evaluated at a high frequency. Further, very little is known regarding the specific biogeochemical 
processes within sediments that govern the nutrient release of N and P from solid phase organics or 
minerals to pore waters, which sets the stage for a potential for a subsequent flux. In lab studies, hypoxia, 
e.g. caused by to excess organic loading, has been demonstrated to further enhance nutrient sediment P 
release (Fisher et al. 2005). However, the lake is shallow and hypoxia is likely relatively rare, suggesting 
physical resuspension may be more important. However, very little is known regarding the seasonal 
controls of sediment nutrient inventories or dynamics. While warm water and organic-rich, chemically 
reducing conditions tend to contribute to greater accumulation of nutrient dissolved phosphorous in pore 
waters, the periodic reoxygenation of surface sediments due to mixing may allow the resequestration of 
these nutrients due to reprecipiration and thus readsorption of P onto iron hydroxides. Nitrogen on the 
other hand, can be removed by denitrification or coupled denitrification; but high frequency insights into 
these processes in Lake Okeechobee are not available. 

In 2019, the Blue Green Algae Task Force (BGATF) conducted meetings and generated a consensus 
document with recommendations for combating M. aeruginosa HABs. While active mitigation of blooms 
is a possibility, the triggers and controls of HABs are necessary before wide scale active mitigation efforts 
can be undertaken. Determining both-short term efficacy and long-term impacts on the underlying 
triggers of HABs will require ongoing detailed evaluation of the lake water, sediments and trends in algae 
bloom growth and remission. To this end, this Project originated in response to a State of Florida 
LQLWLDWLYH�WR�VHHN�³LQQRYDWLYH�WHFKQRORJLHV´�WR�FRPEDW�IUHVKZDWHU�+$%V��6HOHFW�FODXVHV�IURP�WKH�%OXH�
Green Algae Task Force Consensus Document that are specifically addressed in this Project include: 

Ɣ "Legacy nutrients, as indicated previously, are a concern in the South Florida landscape, and the task 
force recommends that their contribution to loading figure prominently in the Lake Okeechobee, 

http://news.nationalgeographic.com/2016/07/
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&DORRVDKDWFKHH�DQG�6W��/XFLH�5LYHU�DQG�(VWXDU\¶V�%DVLQ�Management Action Plans (BMAPs). The 
Task Force further recommends that projects with the demonstrated potential to expedite legacy 
nutrient removal merit special attention and be designated as priority projects." (Task 3 focused on 
mapping sediment nutrient hotspots and characterize flux dynamics) 

Ɣ "Integrated monitoring and modeling of implemented BMAP projects should be conducted to ensure 
that projects are working as expected. Such efforts are, in fact, key to the assessment process and 
allow for adjustments to be made if necessary." (Task 1 integrated numerous data sources from 
Tasks 2-6 to generate predictive models that can simulate environmental conditions, e.g. nutrient 
reduction) 

Ɣ "The task force recommended also investments in technologies with the potential to detect, monitor 
and forecast harmful algal blooms to enable more proactive response." (Tasks 2-6 activities all either 
detected HABs or the associated environment, and generated predictive capabilities in Task 1) 

Ɣ "Department of Environmental PURWHFWLRQ¶V�VFLHQFH-based decision-making process. Accordingly, the 
task force recommends that monitoring programs be designed to address status and trends for key 
water quality parameters. Monitoring efforts should also be employed to answer specific questions, 
address unknowns, allow for improved design and adaptive management of agricultural and urban 
³%HVW�0DQDJHPHQW�3UDFWLFHV´��%03V���HGJH�RI�ILHOG�DQG�UHJLRQDO�SURMHFWV�DQG�%0$3V��*UHDWHU�
investments in research will be required to inform monitoring efforts. " (Tasks 2-6 activities were 
geared towards answering specific scientific questions regarding, for example, nutrient utilization and 
toxin generation) 

Ɣ "The task force recommends that additional environmental parameters, e.g., multiple nitrogen species 
and algal toxins be incorporated where appropriate into monitoring programs to aid our collective 
understanding of the factors that lead to the development, maintenance and senescence of harmful 
algal blooms and toxin production." (Tasks 2, 3, 6, and 7 resulted in either nitrogen speciation or 
algal toxin measurements) 

Ɣ ³2I�LPSRUWDQFH�DQG�XUJHQW�QHHG�DUH�VWXGLHV�WKDW�DGGUHVV�DFXWH�DQG�FKURQLF�KHDOWK�HIIHFWV�RI�H[SRVXUH�
of humans, wildlife and domesticated animals to algal toxins. An essential component of such studies 
LV�UHDG\�DFFHVV�WR�TXDQWLWDWLYH�GDWD�RQ�DOJDO�WR[LQV�LQ�ZDWHU��VHGLPHQWV�DQG�DLU�´�(Task 7 focused on 
determining the human bioavailability of aerosolized toxins). 

Additional Task-specific background information is contained within the respective Task appendices. 

 

PROJECT LOCATION AND ACTIVITIES CONDUCTED 
 
The Project location is Lake Okeechobee in Okeechobee, Martin, Glades, Hendry, and Palm Beach 
Counties, Florida. Lake Okeechobee is a large, shallow lake located in south-central Florida. With a 
surface area of 730 square miles, it is the second largest lake within the contiguous United States and has 
an average depth of 9 feet centered at approximately 26° 96' 00" N, 80° 79' 00" W. All Project monitoring 
and sampling activities occurred on Lake Okeechobee, waterbody IDs (WBIDs) 3212A through 3212I. 
Seven primary monitoring sites (Figure 1A-1 and Table 1A-1) were selected at points representing the 
north (L001), south (L006), east (L004), west (L005), and center (LZ40) of the lake (all corresponding to 
ongoing South Florida Water Management District sites; SFWMD), as well as two sites along the eastern 
shore within the Pahokee Marina (PHKM) and just outside the marina as a reference site (PHKO). While 
ZH�LQLWLDOO\�GHVLJQDWHG�VLWH�³WLHUV´��WKLV�QRWDWLRQ�ZDV�SKDVHG�RXW�VRRQ�DIWHU�SURMHFW�FRPPHQFHPHQW�GXH�WR�
changes in project goals, at least with respect to the sediment-related activities. In consultation with FDEP 
sediment sampling activities were to include more sampling from L001, L004, and LZ40 instead of L005 
and L006, the latter two not being mud-dominated and thus not sediments of most concern for 
eutrophication. Activities conducted at each respective site are described in Table 1A-2. Generally, the 
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most comprehensive discrete monitoring and all sustained in situ monitoring activities occurred at site 
L001, with other sites subject instead only to discrete sampling activities, except for the continuous 
Autonomous Surface Vehicle (Task 4) which typically conducted a repeated triangular loop of sites 
L001, L005, and L004, with occasional HAB-response excursions in the Taylor Creek inflow area 
(extreme north of the lake) and Clewiston (southwestern lake).  

The nature of this project required continued regional presence by local scientists, with a handful of visits 
occurring each month. FAU Harbor Branch is the lead institute developing innovative HAB and 
biogeochemical technologies and is regionally well-suited for recurring or rapid-response surveys for 
rapid data collection (approximately 70 minutes away). Logistics were still relatively challenging, with 
long field days routinely required e.g. for mobilization and deploying benthic instrumentation for 7 hours, 
followed by demobilization and sample processing; however, much of this work would not have been 
possible without the relative proximity between Lake Okeechobee and FAU Harbor Branch. Between 20 
and 30 staff members representing seven FAU Harbor Branch laboratory groups routinely contributed to 
the project, with several staff members primarily devoted to this effort. The interdisciplinary FAU Harbor 
Branch team was complemented with expertise from other collaborators, including colleagues from the 
Florida Gulf Coast University, the Gulf of Mexico Coastal Ocean Observing System located at Texas 
A&M (GCOOS; date management and web portal design and maintenance), Navocean Inc. (Autonomous 
Surface Vehicle design and operation), Analytical Instrument Systems, Inc. (electrochemistry and benthic 
lander component design). 

 
Figure 1A-1: Project site map, including bottom type information (see bottom type key visible to 
the southeast of Lake), as well routine State of Florida monitoring activities. The Project site 
locations have been selected with colocation with existing South Florida Water Management 
District sampling sites. The two Pahokee sites (PHKM and PHKO) are bounded by the blue box. 
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Table 1A-1: Primary site locations and activities. 

Site name / bottom type Lat 
(ddmmss.sss) 

Long 
(ddmmss.sss) 

Activities 

North/L001 ± mud/sand 270820.01 804736.23 Water column sampling & profiling, high 
frequency sediment sampling, continuous in situ 
sensing, Autonomous Surface Vehicle (ASV) 
track vertex point and location of routine ASV 
sensor validation 

West/L005 - sand 265724.22 805820.58 Water column sampling & profiling, two 
sediment sampling events (prior to scope changes 
early in project), vertex point of routine ASV 
track 

South/L006 ± mud 
overlying clay 

264921.21 804658.21 Water column sampling & profiling, two 
sediment sampling events (prior to scope changes 
early in project) 

Central/LZ40 ± mud 265406.53 804720.40 Water column sampling & profiling, moderate 
frequency sediment sampling 

East/L004 ± mud 265839.66 804234.49 Water column sampling & profiling, moderate 
frequency sediment sampling, vertex point of 
routine ASV track. 

Pahokee Marina (inside 
seawall) 

264932.46 804042.54 Sediment sampling between Jun. and Oct. 2021 
(per Amendment #3) 

Pahokee Marina (outside 
seawall) 

264944.40 803947.94 Sediment sampling between Jun. and Oct. 2021 
(per Amendment #3) 

 

 

 

 

 

 

 

Table 1A-2: Project timeline. Purple months indicate the deliverable due dates and invoicing 
activities. Colors represent the status of the sub-task (White = not active; Green = active; Yellow = 
preparative; Blue = laboratory or data processing). The numbers in some green boxes correspond 
WR�WKH�VLWH�7LHUV�WKDW�ZLOO�EH�VDPSOHG��DQG�³3´�GHVLJQDWHV�WKH�3DKRNHH�VLWHV��)RU�H[DPSOH��7LHUV�������
and 3 will be surveyed in Task 2a in the first two weeks of Feb. 2021 (a total of five sites). For new 
Tasks added via Amendment #3, symbolV�GHVLJQDWH�WKH�IROORZLQJ�DFWLYLWLHV��³0´�LV�VHGLPHQW�OHJDF\�
ORDG�PDSSLQJ��³9´�LV�YHUWLFDOO\�LQWHJUDWHG�VHGLPHQW�FRUHV��DQG�³,´�LQGLFDWHV�VHGLPHQW�LQFXEDWLRQV��
The new Tasks for Amendment #3 are included because they are periodically referenced 
throughout the Task 1-7 Appendices regarding future work. 
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PROJECT CONCLUSIONS AND RECOMMENDED FUTURE WORK 
 
The HALO Project is ultimately focused on providing value for the State of Florida with respect to the 
economy and human and ecosystem health (Figure 1A-2). As recognized by the Blue Green Algal Task 
Force, the HAB efforts to date have not been sufficient WR�VROYLQJ�)ORULGD¶V�+$%�FULVLV��ZLWK�WKH�SUREOHP�
becoming significantly worse, arguably even over the past decade. A low intensity monitoring program 
maintains low levels of monitoring, so blooms are large by the time they are detected, resulting in the 
greatest costs to the economy and health, as well as intractable costs associated with any mitigation 
efforts. An alternative approach would be to scale existing State of Florida efforts to a level to where 
blooms could be detected at least at moderate concentrations so that mitigation would be more feasible, 
although the total and long-term costs for both monitoring and mitigation are still likely prohibitive.  
,QVWHDG��+$/2¶V�DSSURDFK�LV�WR�FRQGXFW�WDUJHWHG�PRQLWRULQJ�HIIRUWV��HVSHFLDOO\�HDUO\�RQ��WR�GHYHOop the 
necessary information to develop predictive models and ensure optimal site selection for more permanent 
monitoring installations. By combining these carefully selected, critical monitoring data to both inform 
science to ultimately develop and feed simulative predictive models, the upfront cost is relatively high, 
but the cost can come down in the long term as the model requirements are optimized, i.e. the number of 
sites providing continuous monitoring data are refined to only those critical for prediction. More 
importantly, however, the ultimate economic and health damage is minimized, and active mitigation 
becomes a tractable problem if blooms can be identified prior to or early on in their emergence. 

+$/2¶V�HIIRUWV�LQ�WKLV�ILUVW�\HDU�RI�WKH�SURMHFW have primarily focused on collecting baseline data to 
understand the temporal and seasonal controls and patterns in blooms and their causes. The work revealed 
major new insights, but also raises many new questions regarding remaining knowledge gaps related to 
light requirements and vertical migration, especially in the context of frequent turbidity-inducing storm 
events, the relative roles of resuspension and diffusive sediment nutrient fluxes, and the controls on pore 
water nutrient inventories. These major outstanding questions were rationalized not only from 
observations, but were also guided by identified modeling needs going forward, i.e. those items that are 
most likely to help with model predictive accuracy going forward. 

 

Figure 1A-2: Framework of HALO strategy 
ZLWKLQ�WKH�FRQWH[W�RI�VROYLQJ�)ORULGD¶V�+$%�
crisis ± +$/2¶V�VWUDWHJ\�RI�PRGHUDWH�
monitoring to inform modeling is arguably the 
most cost-effective long-term strategy for 
mitigating HABs, with the least effect to 
human and ecosystem health.  
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Although there are clear lake-wide seasonal trends in environmental parameters such as temperature, 
conductivity, oxygen, and backscatter, efforts to monitor HAB abundance and physiology showed that 
these characteristics vary rapidly in both space and time (Tasks 2, 4, 6). HAB distributions throughout the 
lake are extremely patchy and these local aggregations appear to have unique physiological 
characteristics. Efforts to assess bloom status and/or model growth trajectories (e.g. Tasks 1E-F), 
therefore, must employ high resolution and high frequency observations to obtain accurate results. Over 
wide areas and long-term scales, on the other hand, HALO efforts for the first time established the 
relative errors associated with operational satellite remote sensing techniques, and long term 
climatological patterns demonstrate that while HAB frequency is increasing, the geographical and 
seasonal patterns are also changing (Task 5). 

The Task 7 data demonstrates that M. aeruginosa-derived toxins are indeed aerosolized and monitoring 
staff are potentially exposed to breathing these toxins, although toxin concentrations were far below the 
hypothetical concentrations thought to elicit exposure symptoms (~0.03 versus 4.58 ng m-3, respectively; 
Wood and Dietrich 2011). Airborne microcystin concentrations were below limits of quantification 
(LOQ) when concurrent water-borne microcystin concentrations were elevated (April and June sampling), 
demonstrating a general disconnect between water-borne and airborne microcystin concentrations, albeit 
this phenomenon could be due to the low (non-bloom) concentrations observed during this portion of the 
study. Regardles, going forward autonomous monitoring techniques are important for limiting 
occupational exposure. Sediment M. aeruginosa cysts and toxins were also both relatively low (Tasks 
3D-E) except during the maximum bloom periods, as were sediment-to-water column toxin fluxes (Task 
3B) suggesting that human or ecotoxicological exposure is likely also limited limited to intense bloom 
periods.  

We now know from Task 3A data that sediment inventories of dissolved phosphorous and nitrogen 
change seasonally, and that the N:P ratio of the sediment pore waters ± the phase most available for 
fluxing to the water column ± is most elevated in the spring when HABs were most intense and is at a 
lowest when blooms declined in late summer. Assuming that the monitoring efforts are continued, the 
baseline data allows us to examine the severity and timing of HABs in subsequent years in the context of 
these sediment nutrients to provide potential explanations. The baseline data also allows parameterization 
of the predictive models with real sediment flux data, given that the sediments are such important nutrient 
sources for HABs in this lake. However, there exists disparate production/consumption patterns with 
respect to N and P sediment cycling, although both may be tied to iron cycling. Indeed, Task 3A-C data 
demonstrated that microbial iron reduction is the dominant respiratory pathway in the sediments. Task 3B 
in situ data also reinforces previous research that shows enhanced phosphate sediment fluxes under 
induced hypoxia. HALO results on the other hand demonstrate that phosphate fluxes are virtually non-
existent under normal oxic conditions (Task 3B��GXH�WR�³FDSWXUH´�E\�VXUIDFH�VHGLPHQW�PLQHUDO�OD\HUV��
despite high pore water inventories and vertical gradients suggestive of fluxes (Task 3A). While these 
SRUH�ZDWHU�3�LQYHQWRULHV�DQG�³DSSDUHQW´��L�H��EDVHG�RQ�YHUWLFDO�JUDGLHQWV��VHGLPHQW-to-water column 
fluxes covary with sediment oxygen demand (i.e. diffusive oxygen uptake), the fluxes of N as revealed by 
vertical pore water gradients are instead temporally disconnected (Task 3A). Combined with Task 6 
continuous real time monitoring data, we instead see that resuspension on the other hand can be a 
significant phosphate and/or nitrate source to the water column. New Task 11 and 12 efforts will aim to 
directly monitor these processes in situ and attempt to make quantitative links between hydrodynamic 
conditions and the amount of sediment nutrients that are delivered to the water column. 

Our work also has implications for conventional monitoring activities. The continuous nutrient sensor 
data revealed that dissolved phosphate inventories in the water column can be entirely depleted and then 
regenerated within the 2-week interval between typical SFWMD districts. Additionally, the observation 
of diurnal presumed migration has important implications for spatial comparison efforts relating to HAB 
patterns. For example, we do not see vertical M. aeruginosa stratification at L001 and L005, the first two 
sites that we routinely visited, typically by 10 am (Task 2B). However, the Task 2D data did not 
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typically show aggregation of cells to the surface until the early afternoon, i.e. when we typically sampled 
other sites (i.e. L004, LZ40, and L006) that do indeed show a greater density of cells near the surface at 
this time. However, the L001 and L005 sites are also shallower and less turbid, providing an 
environmental explanation for not seeing vertical stratification. Therefore, we ultimately do not know if 
the cause of these spatial disparities is the timing of the site visits or the environmental characteristics of 
the specific sites. These same uncertainties would apply to the SFWMD conventional monitoring efforts 
(which do not routinely sample bottom waters). Perhaps the order of site visits should be randomized, or a 
vertically integrated sample should be collected. Alternatively, continuous monitoring technologies could 
be employed. New Task 9 and 10 activities are focused on resolving these remaining questions by 
repeatedly sampling, or continuously monitoring for full day/night cycles. 

HALO efforts did indeed focus on developing and testing new technologies to provide the required 
information needed to identify blooms autonomously and inform models. The AUTOHOLO was 
demonstrated to function properly in this optically complex environment, outputting M. aeruginosa 
colony information; we were not certain that it would yield valuable data but the risk was warranted 
considering the potential utility of the outputted information. The sensor detected an active zooplankton 
population, suggesting that it is important to simulate grazing in the predictive model. Going forward, we 
will use the AUTOHOLO for round-the-clock monitoring (Task 9) to examine these dynamics over an 
approximately week-long time period. Also, HALO efforts demonstrated for the first time, to our 
knowledge, that acoustics-based techniques can detect M. aeruginosa ± potentially paving the way for 
both local and global efforts to utilize this relatively low-cost technique.  

The ASV data (Task 4) provided a full year of spatial chlorophyll and phycocyanin data, in addition to 
environmental data. We observed spatial and seasonal patterns with regards to the production of 
chlorophyll and Phycocyanin, as well as complex relationships with CDOM and turbidity. Not only early 
bloom formation, but also displacement patterns where detected. While the implications are not yet fully 
realized as we are only beginning to mine this data for patterns and trends, we are excited about the 
prospect of comparing the spatial gradients of the sensor data within the context of the validation samples 
that provide species-OHYHO�LQIRUPDWLRQ��5HODWLYH�VHQVRU�UHDGLQJV��H�J��³�WKH�SK\FRF\DQLQ�WR�FKO-a ratios, 
UHODWLYH�WR�EDFNVFDWWHU�LQWHQVLW\´��KDYH�EHHQ�XVHG�WR�LGHQWLI\�M. aeruginosa previously using relatively 
simple and commercially available sensors. While these relationships are not readily apparent in the 
combined dataset (more that 2 million points), we could identify conditional relationship during specific 
events that should be explored separately. Additionally, this data provides round-the-clock environmental 
information and diel cycles are evident. Using this ASV-collected environmental data across these spatial 
gradients ± gradients that may transition between different spatial regimes dominated by certain species of 
phytoplankton ± we can also potentially add other measurements to these criteria for species-level 
GHWHFWLRQ��H�J��³D�OHYHO�RI�GD\WLPH�22 depletion that corresponds with the suspected cell concentrations (as 
LQGLFDWHG�E\�WKH�FKO�EDFNVFDWWHU�UHODWLRQVKLS�´��7KHVH�SRWHQWLDO�QHZ�FHOO�FRXQW�LQGLFDWRUV�FDQ�EH�DSSOLHG�
not only to the ASV, but to other monitoring installations containing this same common sensor suites. 

Overall, HALO project work to date has provided numerous critical insights into Lake Okeechobee 
HABs. However, many important gaps remain with respect to our knowledge base ± gaps which must be 
filled in order to most efficiently develop a predictive capacity to identify blooms while mitigation is still 
a tractable problem. Based on results from Tasks 1 thru 7, HALO activities were refined to continue to 
address questions old and new. This work will continue on into the 2022 bloom season as per 
Amendment #3.   
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TASK 1C: DATABASE (TASK LEAD: RUIZ-XOMCHUK) 

 
INTRODUCTION AND METHODS 

 
Given the high volume of data generated during this project, the data management approach was critical 
for organizing and sharing data amongst tasks. FAU designed and maintained the primary HALO 
database and developed most data ingestion pipelines. For much of the data, the Gulf of Mexico Coastal 
Ocean Observing System (GCOOS) retrieved data stored in the FAU HALO database. Sources of HALO 
data were highly variable as were the diverse operational flows. In many cases the use of novel 
technologies and combined assessments created complex data storage and organization requirements. 
Here we distinguish two groups of data generation: sensor or computationally generated data (Tasks 1E, 
1F, 2D, 4, 5 & 6), and data that required human input and calibration (Tasks 2, 3 & 7). This material 
division in the database organization is made due to constraints of timing and automatization. While 
automatic routines can be developed for ingesting, processing, and quality controlling the first tier of 
datasets once established, in the second case data, on the other hand, availability is dependent on 
laboratory results and human handling, which can impact the completeness of individual datasets. 
Following this constraint and the readiness of data due to experimentation phase (e.g., findings brought 
by new technologies were not meant to be immediately publicly shared), the implementation and storage 
of all generated datasets was approached in two ways: either for public release or for internal use. The 
data generation and flow paths are shown in Figure 1C-1, where computational and sensor data are 
identified in blue, and human handling dependent data are identified in yellow. In all cases data flow was 
channeled through a local centralized storage High Performance Research Computing Center (i.e. the 
FAU DMZ) that allowed 24/7 availability of data once uploaded. Datasets designed for public release 
were stored in an environment that allowed automatized queries from GCOOS for subsequent data portal 
visualization (Task 1D). Other datasets were accessible from external portals for internal (Task 4) and 
public (Task 5B, Task 6) access. 
 
Data outputs from different tasks required routines for data conversions to create data formats suitable for 
public sharing (e.g., ERDAPP or netCDF via GCOOS) or long-term storage, or for upload. These routines 
were created in Python programing language, and are detailed in the corresponding sections when 
relevant: 

x Task 1E: routines for periodic upload of model data and download for model ingestion 
x Task 1F: routines to create a file formatting including metadata assimilable via ERDAPP. 
x Task 2: routines for integration of excel spreadsheets in netcdf files with metadata assimilable via 

ERDAPP for public sharing, and routines for cleanup and integration of a final dataset in tabular 
format (.csv) 

x Task 3: routines for cleanup and integration of a final dataset in tabular format (.csv) 
x Task 4: routines for remote access via query on Navocean ASV servers (model use), and routines 

for merging and quality control of logger datasets after mission uploads. 
x Task 5: automatization routines for periodic upload, and routines for querying Aeronet servers 

(for model use) 
x Task 6: routines for querying IRLON servers (for model use) 

 
ACTIVITIES SCHEDULED vs. COMPLETED 

 
Overall, the database required substantial unanticipated effort from the FAU Data Science postdoctoral 
researcher, effort that was originally budgeted for data analyses of various tasks. Typically, the 
standardization of data formats, e.g. via the provision of NetCDF templates to data providers (i.e. 
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researchers) is the role of the data management organization and not of the researchers. Still, the database 
was completed by the time of report submission with all data archived as appropriate.  Routine meetings 
with project partners and collaborators were conducted according to schedule and reported quarterly, to: 

- Establish an internal centralized data storage system for cloud availability (the FAU HPRC 
system). 

- Implement the necessary pipelines to transfer data from the original source to internal or 
public sharing, and train personnel in using those pipelines. 

- Understand individual data structures and implement data file formats (and conversion 
routines) agreeable with requirements for ingestion in the GCOOS-ERDAPP system for the 
HALO web portal, or for long term storage. 

- Implement automatization routines for different kinds of tasks including producing, 
uploading and requesting data and products for internal use. 

- Establish requirements for visualization products showcased in Task 1D. 

Information regarding HALO database structure plans was assembled, based on the GCOOS Data 
Management Plan (DMAC), with HALO- specific fields and data pipelines indicated, e.g. block diagrams 
of data flow from the source to the database. The database structure underwent frequent changes 
according to data availability and was adapted as different file formats and data cleaning protocols were 
established. A schematic of the data flow from each task source to public or internal sharing is shown in 
Figure 1C-1. 
The FAU HPRC DMZ storage has been operational over the project duration for data fetching to GCOOS 
HALO portal, and data sharing among FAU researchers for model development. Details on datasets are 
presented in the results section. 
Regarding public accessibility of data (visualizations are described in Task 1D), the Task 2 data access is 
publicly available via ERDDAP through the HALO web portal. The Task 4 data is available only through 
visualization or direct request of HALO staff, but is also available via the Navocean ASV portal. Task 5A 
data is available via ERDDAP through HALO portal. Task 5B data is available through NASA Aeronet 
site. Finally, Task 6 data is publicly available through IRLON network. Task 7 was research-oriented 
and while archived, is not publicly available.  
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Figure 1C-1: Data flow structure for individual tasks into permanent internal (grey) and public (white) storage. Internal storage was 
separated in flow for public (blue arrows) or internal (green arrows) use. Connection to the HALO portal (magenta) was thus achieved 
from internal servers.
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RESULTS AND DISCUSSION 
 
Datasets generated during the execution of the project are detailed in Table 1C-1. An indication is made 
on the individual dataset coverage, the data status, variables contained, data storage location, file 
organization and format, and whether currently publicly available.  
 
Model data (Tasks 1E, 1F) were generated and stored in .nc format. NetCDF (Network Common Data 
Form) files are machine-independent data formats that support the creation, access, and sharing of array-
oriented scientific data, and is often a community standard for sharing gridded scientific data (UCAR 
Community Programs, 2022.). Task 1E generates the files natively via the Regional Ocean Modeling 
System Routines, and the default output and contained metadata is suitable for public sharing and 
ERDAPP servers. Task 1F dataset were generated through Machine Learning computation, and a section 
was added to the routine to store data in the .nc format following IOOS conventions ACDD 1.3 and CF 
1.7 (Integrated Ocean Observing system, n.d.). 
 
Task 2 data had an unconventional mixed format, which included de combination of 1) point 
observations (lon, lat, time): secchi depth, etc; 2) Spectral data (lon, lat, time, wave lenght): surface 
reflectance; 3) Depth profiles (lon, lat, time, depth): probe data including temperature, conductivity, pH; 
and 4) Surface/bottom (lon, lat, time, layer): water grab samples. 
To integrate this data in a .nc format as was required by GCOOS for public display in the server, IOOS 
conventions were followed, and 1) Lat Lon dimensions were assigned for each site; 2) Time dimensions 
were assigned for each sampling occasion; 3) Profile depth dimension for probe data, Surface/bottom 
layer dimension for water grabs; and 5) Wavelength dimension was assigned for spectral data. 
 
While exhaustive attempts were made to provide Task 3 data in .nc format following IOOS conventions 
as above, a consensus with our partners at GCOOS was not achieved (See Task 1D) and they deemed the 
data structure to be unacceptable. Nevertheless, the data was instead stored for internal use (e.g. for 
ongoing Task 1E model parameterization) in a standard protocol for comma delimited files (.csv) as a 
full dataset with quality-controlled variables in which each row corresponded to a sample with: Site, Lon, 
Lat, time, depth (sediment), variable, unit, and variable QC. 
 
Task 4 ASV datalogger sensor data was compiled in mission combined comma delimited files (.csv), 
where the rows were identified by the variable TIMESTAMP. Every ID row had a full set of optical and 
environmental surface variable collocated with geolocation latitude/longitude variables. Weather 
variables were stored separately with the corresponding lat/lon and TIMESTAMP variables. ADCP 
variables were treated separately: each depth band (3) velocity vector component was treated as a separate 
variable such as 3 values to each component were registered. QA/QC corrections of data are described in 
the Task 4 section. 
 
Task 5A data was generated using NASA software (NASA, n.d.), and processed via python routines to 
which a section was added to store data in the .nc format following IOOS conventions. Task 5B is 
released as tabular text data through Aeronet Portal. 
 
Task 6 data was stored and distributed directly via IRLON network and portal and is already available via 
an API. 
 
Task 7 data was made available by the end of the project and saved in a standard protocol for comma 
delimited files (.csv) as a full dataset for long term storage.  
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Table 1C-1: Description of all datasets generated during HALO and stored in the database. 

Task Product Description Period Status Variables File 
storage 

File 
organization 
format 

Public? 

Task 
1E 

LakeO-NPZD 

A simple nutrient-
phytoplankton-zooplankton 
(NPZ) model with 8 groups 
which include chlorophyll, 
NO3, NH4, phytoplankton, 
zooplankton, dissolved and 
particulate organic nitrogen 
(DON and PON), and 
dissolved oxygen (DO) 
(Fennel et al. 1986) 

2018-2019 
hindcast calibrated   FAU 

HPC 
monthly 
.nc no 

LakeO-HAB 

A multiple nutrients 
(nitrogen-N, phosphorus-P), 
multiple plankton (diatoms, 
cyanobacteria, 
microzooplankton, and 
mesozooplankton), and 
dissolved and particulate 
organic groups model 

2021 uncalibrated   FAU 
HPC 

monthly 
.nc no 

LakeO-
ROMS-
NPZD 

Operational prototype: rolling 
forecast system run 
automatically once a week 
producing a 13-day 
simulation (6 day hindcast 
and 7 day forecast) of the 
lake hydrodynamics and 
biogeochemistry 

07-01-
2021 to 
12-31-
2021 

operational   

FAU 
HPC 
HALO 
portal 

7day forecast 
.nc yes 

Task 
1F 

Linear 
Autoencoder 
Satelite CI 
derived ML 

Preliminary deep learning 
model: a Linear Autoencoder 
ML model was trained over 
preprocessed historical 
Sentinel-3 remote sensing 
Cyanobacterial Index (CI) 

07-07-
2021 to 
03-31-
2022 

Experimental 
(backup model, 
using remote 
sensing data 
only) 

CI 

FAU 
HPC 
HALO 
portal 

14 day 
forecast 
.nc 

yes 
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data (3-year period from 
2016±2019). The trained 
model was used to generate 
14-day rolling predictions. 

 Conv-LSTM 

Operational prototype: a 
Convolutional Long-short 
Term Memory ML model 
was trained over hybrid 
datasets that include remote 
sensing data and physical 
model outputs (3-year period 
from 2018-2020). A rolling 
forecast system based on the 
trained ConvLSTM runs 
automatically once per day 
producing a 14-day 
forecasting of the lake Chl-A. 

01-01-
2021 to 
08-31-
2021 

Operational (full 
model, using 
both remote 
sensing data and 
physical model 
data) 

Chla FAU 
HPC 

14 day 
forecast 
.mat 

no 

Task 
2A 

In-water 
environmental 
and optical 
data. 

 A total of 15 field surveys, 
five sites on each survey day. 

2/1/2021 - 
10/31/2021 quality controled 

Profiles: 
conductivity, 
temperature, 
pH, dissolved 
oxygen, 
backscatter, 
Chlorophyll a, 
phycocyanin, 
and 
fluorescent 
dissolved 
organic matter 
(DOM).  
Above water 
measurements 
of 
hyperspectral 
remote 
sensing 

FAU 
HPC 

HALO 
portal 

full dataset 
(sampling 
event) 
.csv 
 
per station/ 
date 
.nc 

yes 
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reflectance 
(Rrs, 400 ± 
850 nm) 
Secchi depth 

Task 
2B 

Biology and 
toxins 

Laboratory based analyses 
was conducted on samples 
collected during Task 2a to 
identify algal presence and 
physiology 

2/1/2021 - 
10/31/2021 quality controled 

Surface, 
bottom: algal 
taxa present, 
chlorophyll a, 
concentrations 
of 
microcystins, 
flow 
cytometry cell 
concentrations 
for several 
groups of 
algae and 
Microcystis 
aeruginosa, 
ratios of dead 
to live cells of 
M. 
aeruginosa, 
variable 
fluorescence 
of algae 

Task 
2C 

Metabolic 
rates 

Live M. aeruginosa cells 
were analyzed to assess their 
relative metabolic rate 
immediately after sample 
collection. 

2/1/2021 - 
10/31/2021 quality controled 

Surface, 
bottom:  
fluorescein 
diacetate 
(FDA) 
fluorescence 
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Task 
2D 

AUTOHOLO 
In situ holographic images 
from three different stations 
(200 holograms/station) 

8/24/21 experimental images FAU 
HPC 

dir per 
deployment 
(3) 
.bmp 

no 

Acoustic 
Zooplankton 
Fish Profiler 
(AZFP) 

Echosounder backscatter 
deployed at the bottom in the 
vicinity of the L001 tower. 

07/17/2021 
- 
07/27/2021 

experimental echo     no 

Task 
3A   

Data from sediment cores 
were collected at sites over a 
range of lake locations and 
bottom types, with sampling 
conducted semi-monthly to 
biweekly, depending on the 
site and the time of year. 

12/17/20 - 
10/27/21 

quality 
controlled   FAU 

HPC 

full dataset 
(sampling 
event) 
.csv  

no 

Task 
3B 

Benthic 
lander 
deployments 

          

full dataset 
(sampling 
event) 
.csv  

no 

Task 
3C 

Continuous in 
situ redox 
monitoring 

          

full dataset 
(sampling 
event) 
.csv  

no 

Task 
3D 

Sediment 
HAB cyst 
measurements 

Sediment samples from 
monthly sampling events 
from sites L001, LZ40, L004, 
or L006  plus additional 
samples from the Pahokee 
marina 

02/26/2021 
- 
09/29/2021 

      

full dataset 
(sampling 
event) 
.csv  

no 

Task 
3E 

Sediment 
toxin           

full dataset 
(sampling 
event) 
.csv  

no 
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Task 
4 

Autonomus 
surface 
vehicle 

Sustained in-situ 
environmental, 
biogeochemical, and physical 
measurements on Lake 
Okeechobee 24 hrs/day via 
saliboat deployments, 
surveying a polygonal area in 
NW Lake Okeechobee 
(L001, NES135, NCENTER, 
KBARSE, POLESOUT, 
POLESOUT1, POLESOUT2, 
POLESOUT3, L008, L005) 

12/31/2020 
- 
01/01/2022 

  

Surface water: 
fluorometric 
(Chl-a, 
CDOM, 
phycocyanin), 
optical 
backscatter 
(red, green, 
blue), and 
dissolved O2, 
conductivity, 
temperature 
Meteorology: 
wind speed 
and direction, 
air 
temperature, 
barometric 
pressure 
ADCP 3D 
current at 3 
depth bins full 
lake depth 

FAU 
HPC 
HALO 
portal 
Navocean 
server 

sensor/mission 
(5 min) 
.dat 
mission 
deploiments 
(5 min) 
.csv 
web query (15 
min) 

yes 

Task 
5A 

Remote 
sensing 

Sentinel3 products for Lake 
Okeechobee: Turbidity 
derived from Dogliotti et al. 
2015;  Cyanobacteria Index 
derived from Wynn et al. 
2010 

10/27/2016 
- 
03/31/2022 

  Turbidity 
CI 

FAU 
HPC 
HALO 
portal 

daily 
.nc yes 

Task 
5B SeaPrism In situ optical properties at 

L001       Aeronet 
portal 

full dataset 
(15 min) 
.txt 

yes 

Task 
6 

Fixed location 
water quality 
monitoring 

Biogeochemical and 
meteorological sensors that 
provide real-time, high-

07/01/2021 
± 
01/31/2022 

    IRLON 
portal 

web query (15 
min) yes 
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accuracy and high-resolution 
water quality/weather data 

Task 
7           FAU 

HPC   no 
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TASK 1D: DATA PORTAL PROJECT SUMMARY (TASK LEAD: KIRKPATRICK) 

 
INTRODUCTION 

 
Rapid data visualization is particularly important for this project given its purpose of informing HAB 
mitigation activities. A publicly accessible information portal also raises awareness of State of Florida-
funded activities that provide a service to public health. Additionally, the data portal is central to data 
aggregation and visualizatioQ��SURYLGLQJ�SURMHFW�SDUWQHUV�DQG�VWDNHKROGHUV�ZLWK�DQ�DELOLW\�WR�JHW�D�³ELJ�
SLFWXUH´�YLHZ�RI�+$%�DQG�HQYLURQPHQWDO�FRQGLWLRQV�RQ�WKH�ODNH�DW�DQ\�JLYHQ�WLPH��7R�WKLV�HQG��WKH 
+$/2�'DWD�3RUWDO��KHUHDIWHU�UHIHUUHG�WR�DV�³+$/2�3RUWDO´��KDOR�JFRRV�RUJ��ZDV�GHYeloped in 
collaboration with the Gulf of Mexico Coastal Observing System (GCOOS) to display project data. Data 
from several tasks was ingested directly into the web portal system for display, while others were first 
transmitted internally to the FAU High Performance Computing database (see Task 1C) for subsequent 
display on the GCOOS HALO web portal. These observations, encompassing a wide suite of 
environmental/chemical/optical properties, also provide important information on the ecological drivers 
of algal bloom initiation, as well as other phases (e.g., bloom decay). The HALO Portal is modeled after a 
highly regarded data portal developed for oceanographic monitoring, the GCOOS Gulf AUV Network 
and Data Archiving Long-term Storage Facility (GANDALF; https://gandalf.gcoos.org/). GANDALF is 
used for piloting Autonomous Underwater Vehicles (AUVs) and Autonomous Surface Vehicles (ASVs) 
and examining data for applied purposes (e.g. marine HAB monitoring). Features provided included: 

1) The primary HALO Portal page is a spatial map of Lake Okeechobee, with the main landing page 
overlay displaying the most up-to-date Chlorophyll-A concentrations as measured and/or interpolated 
by any number of reliably collected measurements. 
2) Various selectable layers corresponding to data streams, either real time or discrete, and model 
outputs. Most layers have its own series of options; for example, opacity (for overlays), date range 
sliders, and any other relevant factors that can be captured in changes of symbology. These include 
surface or bottom water data sources. 
3) The ASV track (Task 4), satellite imagery (Task 5B), and models (Task 1E&F) are visible for 
configurable date ranges. 
3) For temporal measurements (e.g. Task 5&6 fixed-location data), users can link spatially 
distributed icons to link to time series charts corresponding to sensor data. 

 
METHODS 

 
Technical details regarding the web portal construction and are available in the projects QAPP (Data 
Management Plan). Briefly, the HALO Portal design was developed through multiple meetings with Task 
Leads and Project Partners. The HALO Portal was programmed in Python using the Flask micro-
templating framework. Additional tools and libraries were used where appropriate.  
 
Data for the web and mobile applications are stored and served using a Digital Ocean droplet. The droplet 
is configured as an Ubuntu 16.10 instance with 8GB of RAM, 4 virtual CPUs, an 80GB solid state disk 
drive and a data transfer allowance of 5 TB/month. 7KH�GURSOHW�LV�ORFDWHG�LQ�'LJLWDO�2FHDQ¶V�NYZ Zone 
3. Digital Ocean uses only premier datacenter facilities for co-locating their equipment including Equinix, 
Telex and Telecity.  Each site is staffed 24/7/365 with onsite security to protect against unauthorized 
entry.  Each site has security cameras that monitor both the facility premises as well as each area of the 
datacenter internally.  There are biometric readers for access as well as at least two-factor authentication 
to gain access to the building. Each facility is unmarked so as not to draw any additional attention from 
the outside and adheres to strict local and federal government standards. The master datasets were stored 
and served using four rack-mounted Unix-based servers housed in the environmentally controlled data 
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center at TAMU in College Station, TX. The machine room provides backup storage, uninterruptable 
power supplies, back-up generators and dual 10Gb Internet connections.  The TAMU System also 
provides a comprehensive enterprise-grade infrastructure and support system to handle network 
availability and security, firewalls, software maintenance and scanning for malware. 
 
The GCOOS Data Management system adheres to the IOOS standards and best practices documented 
in ³*XLGDQFH�IRU�,PSOHPHQWDWLRQ�RI�WKH�,QWHJUDWHG�2FHDQ�2EVHUYLQJ�6\stem (IOOS) Data Management 
DQG�&RPPXQLFDWLRQV��'0$&��VXEV\VWHP´��7KH�V\VWHP�HPSOR\V��D�6HUYLFH�2ULHQWHG�$UFKLWHFWXUH�
requiring registry and external monitoring, standards-based data access services including OPeNDAP and 
Open Geospatial Consortium (OGC) Sensor Observation Service, common data formats (NetCDF, 
text/CSV/TSV, XML: both OGC GML and OGC SWECommon with WMS/WFS/WCS; KML and JSON 
are under consideration as data formats), metadata standards (ISO 19115), common vocabularies, 
QARTOD QA/QC, storage and archiving, planning and coordination and long-term operations. 
 
 

ACTIVITIES SCHEDULED VS COMPLETED 
 
The web portal was publicly accessible during the entire scheduled period (Figure 1D-1). 
 

 

 
 
Figure 1D-1 The HALO Data Portal achieved a 99.998% uptime record. 

 
Results from the most recent water column analyses (Task 2) were available in tabular format as a popup 
dialogue when clicking on a site location (Figure 1D-2). 
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Figure 1D-2 ± Results from the most recent water column analyses (i.e. Task 2 data) 

 
The ASV track (Task 4) was displayed on the data portal, with a server-side configurable date range, 
which was typically set for 7 days. The vessel track was color-coordinated by a user-selectable parameter, 
e.g. for chl-a or phycocyanin (Figure 1D-3), and tabular data is available by clicking a single point. 
 

 
Figure 1D-3 The Nav2 ASV track and data display for onboard Chl-a sensors. 
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Remote sensing imagery for turbidity and the Cyanobacterial Index (CI) (Task 5B) is selectable for a 
specific date range via a slider bar at the bottom of the portal display (Figures 1D-4&5). 
  

 

 
Figure 1D-4: Example satellite remote sensing turbidity imagery on HALO Data Portal 

 
 

 
Figure 1D-5: Example satellite remote sensing cyanobacterial index imagery on HALO Data Portal 
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The physical/biogeochemical model data (chl-a and nitrate; Task 1E) is available as a time-selectable 
OD\HU�WKDW�LV�DOVR�FDSDEOH�RI�³SOD\LQJ´�WKURXJK�D�VHTXHQFH��)LJXUHV��'-6&7). 

 

 
Figure 1D-6: Example physical/biogeochemical model output on HALO Data Portal (low chl-a 
variability is shown here). 

 
 

 
Figure 1D-7: Example physical/biogeochemical model output on HALO Data Portal, for nitrate 
concentration output. 
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The machine learning model data (predicted cyanobacterial index; Task 1F) is available as a time-
VHOHFWDEOH�OD\HU�WKDW�LV�DOVR�FDSDEOH�RI�³SOD\LQJ´�WKURXJK�D�VHTXHQFH��)LJXUHV��'-8). 
 
 

 
Figure 1D-8: Example machine learning model output on HALO Data Portal for the 
Cyanobacterial Index (CI). 

 
The user is additionally provided with sensor-specific details to inform interpretation (Figures 1D-9). 
 

 
 

Figure 1D-9: Context-sensitive information is available to provide disclaimers and info to the user. 
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Task 6 data is not directly available on the HALO portal; instead, a link is provided by clicking the Task 
6 icon which then links to the IRLON site (Figure 1D-10). 

 
Figure 1D-10: The IRLON Lake Okeechobee display linked to from the HALO web portal. 

 
Ancillary project information about the project, including task descriptions, team members (Figure 1D-
11), and links to the HALO Bulletin (Figure 1D-12) is provided via the web portal top menu bar.  

 
 

 
Figure 1D-11: HALO Project team members linked via a navigation menu option. 
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Figure 1D-12: Link to the HALO Bulletin 

 



1E: Biogeochemical model 
 
 

39 

TASK 1E: 3-D PREDICTIVE BIOGEOCHEMICAL MODEL (TASK LEAD: JIANG) 

 
INTRODUCTION 

 
The objectives of this subtask are 1) to develop a coupled three-dimensional (3-D) physical-
biogeochemical model that simulates hydrodynamics, nutrient cycling, and phytoplankton blooms 
(particularly M. aeruginosa) in Lake Okeechobee, and 2) to develop and implement an operational 
forecast model that provides a short-term (weekly or bi-weekly) forecast of these parameters (Fennel et al. 
2006; Jiang et al. 2014). Before the implementation of the operational forecast system, the model was first 
calibrated for 2018-2019 and then validated for 2020, based on available historical data and new data 
collected in this project. While this modeling effort is primarily designed as an operational tool in 
assisting HAB mitigation activities, it is also useful in helping to understand HAB dynamics and the roles 
of key physical-biogeochemical processes. Successful model hindcasts demonstrate a fundamental 
understanding of the key processes in play. 

 
 

METHODS 
 
Model descriptions: The hydrodynamic model is based on the Regional Ocean Modeling System 
(ROMS), which solves equations of water motions driven by meteorological forcing, including heat and 
wind fluxes, and input/output flows (e.g. Warner et al. 2005). The model domain covers the entire lake 
with grid size ~150 m. Such a high resolution allows us to simulate water movements and mixing in 
details (Figure 1E-1). Vertically, there are 10 terrain-following layers with variable thickness.  

 
Figure 1E-1: Left: Model domain (bounded by the black thin line) and bathymetry (color).  
Watershed included in the model domain is shown as blank. Right: Details of the horizontal grid 
and bathymetry used for the area surrounding Kissimmee River (blue square in left panel). 

Two biogeochemical models have been developed, 1) a simple nutrient-phytoplankton-zooplankton 
(NPZ) model with 8 groups which including chlorophyll, nitrate, ammonium, phytoplankton, 
zooplankton, dissolved and particulate organic nitrogen (DON and PON), and dissolved oxygen (DO) 
(Fennel et al. 1986) (LakeO-NPZD hereafter), and 2) a multiple nutrients (nitrogen-N, phosphorus-P), 
multiple plankton (diatoms, cyanobacteria, microzooplankton, and mesozooplankton), and dissolved and 
particulate organic groups (LakeO-HAB model hereafter) (Figure 1E-2). Both biogeochemical models 
simulate nitrogen and dissolved oxygen cycle due to phytoplankton photosynthesis and nutrient uptake, 
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zooplankton grazing, and remineralization of organic nitrogen. Nitrogen loading, including inorganic and 
organic nitrogen due to river transports from upstream, local watershed runoffs, and sediment inputs via 
mixing, are also included. However, sediment re-suspension is not directly simulated. Similarly, DO from 
these sources (or sinks) are included. Surface DO flux is also simulated depending on wind speed and 
water DO saturation to account for air-lake exchange. 
 

  
Figure 1E-2: Left: A diagram for the LakeO-NPZD model, which is based on Fennel et al. (2006). 
Note sediment processes are not directly simulated in this project. Right: A diagram the LakeO-
HAB model. The DO cycle is not shown in either case. 

In addition to N and DO cycles, the LakeO-HAB model also allows simulation of the P cycle and hence 
examination of potential P limitation to phytoplankton growth. Phytoplankton is partitioned into two 
groups, M. aeruginosa and all other phytoplankton, and zooplankton is partitioned into microzooplankton 
and mesozooplankton, including copepods. In addition to DON and PON, organic P is partitioned into 
dissolved organic P (DOP) and particulate organic P (POP). A bacteria group is explicitly included, which 
allows us to explicitly simulate the microbial loop. Additionally, the model allows direct simulation of 
vertical migration of M. aeruginosa due to buoyancy regulation via several mechanisms including light, 
colony formation, and O2 bubbles.  

      
Figure 1E-3: Diagram for the coupled hydrodynamic-biogeochemical model. Neither the sediment 
biogeochemistry (i.e. explicit sediment diagenesis) nor the seagrass module is implemented.  
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Both biogeochemical models are coupled with the hydrodynamic model (Figure 1E-3). The model forcing 
includes river run-off, atmospheric forcing, and sediment inputs. Meteorological forcing is derived from 
the NOAA North American Regional Re-analysis (NARR) model output. The river inputs are derived 
from river flows and biogeochemical data collected by SFWMD accessed via DBHYDRO 
(https://www.sfwmd.gov/science-data/dbhydro). There are total 17 rivers and canals that either supply 
waters to or receive waters from Lake Okeechobee (Figure 1E-4). River flows and nitrate and DON 
concentrations are shown in Figure 1E-5 to1E-7. Sediment inputs of N, P (for LakeO-HAB), and DO 
(sediment demand) are empirically specified as fixed fluxes inversely proportional to water depth, 
although an analytical parameterization of true sediment fluxes (Task 3) is continuing. The coupled 
models will be referred respectively, as LakeO-ROMS-NPZD, and LakeO-ROMS-HAB hereafter. 
 

 
Figure 1E-4: Locations of rivers included in the model. Blue indicates a river that provides inflow 
to the model and red indicates an outflow. Rivers 4-7 provide flow transport for the Kissimmee 
river, but equally spread over 4 individual river ³mouths´ to improve model stability. 

 

https://www.sfwmd.gov/science-data/dbhydro
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Figure 1E-5: River flow for all of the 20 model rivers (4-7 has equal flow, which combine to be the 
total flow for Kissimmee River).  

 

 
Figure 1E-6: Nitrate concentration for all of the incoming rivers (concentration in 4-7 is the same 
for Kissimmee River).  

 



1E: Biogeochemical model 
 
 

43 

 
Figure 1E-7: DON concentration for the incoming rivers (concentration in 4-7 is the same for 
Kissimmee River).  

 
Model implementation, calibration, and validation: Several modifications have been made to ROMS 
codes to accommodate specific needs for modeling water quality and HABs in a freshwater lake such as 
Lake Okeechobee. These include, 1) the modification of model configuration to allow outflows of water 
from the modeling domain for canals such as C-43 and C-44, 2) the revision of model coding to account 
for the water volume changes due to precipitation or evaporation, and 3) the modification of model 
coding to ensure correct export fluxes of tracers (e.g. nutrients, phytoplankton). These modifications are 
needed to ensure the conservation of water volume and materials in the model. All of these have been 
implemented and tested with satisfactory results. 
  
To ensure reasonable model performance, model parameters and formulations were calibrated using 
model simulation for 2018-2019 period for comparison to observations for selected parameters. 
Validation of key physical and biogeochemical variables was planned to be carried out separately for 
2020. This plan was deemed impractical later because the HALO field work focused on 2021 and 
therefore HALO data was not available until mid-way through the project. In the end, the LakeO-ROMS-
NPZD model was calibrated for the entire 2018-2020 period using only DBHYDRO data.  
As a newly constructed biogeochemical model, extensive testing and revision are needed, including 
model formulation. Therefore, a one-dimensional (1-D) version of LakeO-ROMS-HAB model was 
constructed and tested before the implementation of the 3-D version. These tests provide important 
insight into the blooms dynamics and also allow initial adjustment of model parameters. To date, the 3-D 
version of LakeO-ROMS-HAB has been implemented for 2021, which was chosen because the HALO 
data were concentrated in that year. This version is not yet fully calibrated but the work is ongoing. 
 
Operational forecast: A prototype operational forecasting system was developed and implemented based 
on the LakeO-ROMS-NPZD model (Figure 1E-8). This is a rolling forecast system similar to a 
meteorological forecast and is run automatically once a week producing a 13-day simulation (6 day 
hindcast and 7 day forecast) of the lake hydrodynamics and biogeochemistry. The system consists of Unix 
(shell & Python) and Matlab scripts for download and processing of available data, running the ROMS 
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model, and disseminating results to HALO portals, while providing the means for HALO web portal and 
online display. There are four main components: 1) downloading data from various sources, 2) parsing 
and processing these data to produce required model inputs (initial conditions, surface forcing, river 
inputs) with appropriate format, 3) numerical simulations, and 4) disseminating model output to the 
HALO web portal for online display. 
 
As a rolling forecast system, model initial conditions for every new run is provided by the results from 
SUHYLRXV�VLPXODWLRQ��+RZHYHU��WR�HQVXUH�WKH�PRGHO�VLPXODWLRQ�ZRQ¶W�YHHU�WRR�IDU�IURP�UHDOLW\��WKH�LQLWLDO�
conditions were modified by assimilating available in situ data and near real-time remote sensing 
observations. The in situ data include temperature, nutrients and chlorophyll obtained from bottle samples 
and sailboat sensors. The remote sensing team provided the cyanobacteria index (CI) which was 
converted to chlorophyll. Algorithms were developed and tested to assimilate this information. However, 
integration of a disparate information into coherent three-dimensional structures is not straightforward 
given the spatial-temporal heterogeneity of different data coverage and the uncertainty that comes with 
different measurements. For example, while remote sensing CI index has good horizontal-spatial 
coverage when it is available, it only represents cyanobacteria and has no vertical information. Therefore, 
this method will be further improved when more data are available.  
A separate algorithm was developed to provide a forecast of river flow in Kissimmee River, which is 
needed for the model forecast. The algorithm is based on a significant correlation between precipitation 
over the upstream areas (greater Orlando metropolitan) and the river flow. There is a time delay of ~1 
week between the upstream precipitation and Kissimmee flow near the lake, which is fortuitous from the 
forecast perspective. 
 

 
Figure 1E-8: A diagram for the operational forecast. 

 
 

ACTIVITIES SCHEDULED vs. COMPLETED  
 
Major activities planned for this subtask included: 1) the development of a hydrodynamic model and the 
development of biogeochemical model. This activity was completed; 2) The numerical simulation, 
calibration and validation of coupled physical-biogeochemical model. This task is partially completed. 
The LakeO-ROMS-NPZD model was calibrated and validated, but the LakeO-ROMS-HAB is currently 
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undergoing calibration and validation; 3) The development of a provisional operational forecast model:. 
This activity is mostly completed. The LakeO-ROMS-NPZD model is fully operational, but the LakeO-
ROMS-HAB has not been operationalized because the calibration and validation has not yet been 
completed. As the project progress, it was decided that we would develop a relatively simple LakeO-
ROMS-NPZD and converted it into operational mode, instead of developing a more complicated 
biogeochemical model, i.e. LakeO-ROMS-HAB.  Extensive testing was accomplished for the 1-D 
version, yet the 3-D version is not yet fully calibrated, primarily due to the departure of a modeling 
postdoctoral research associated in November 2021. Maintaining operational forecast proved to be time-
consuming as any script errors, data source errors (e.g. river flow observations, or DBHYDRO web site 
maintenance), or High Performance Computing issues (e.g. job queue was too long and such that forecast 
was not able to complete in time) could cause the forecast failure. Therefore, an individual must be 
constantly monitoring the forecast in order to find and fix the problems. A second postdoc (hired in Nov. 
2021) was new to this project and but also had to spend most of his time on this project to learn and 
maintain the operational forecast system. Nevertheless, we expect to complete the calibration and 
validation of this model by June 30, 2022. 
 
 

RESULTS & DISCUSSION 
 
The model generates 3-D output for the entire model period, which includes spatial patterns and temporal 
variability. The spatial patterns are highly dynamic. The physical transport and mixing are dominated by 
winds with additional contribution from surface heat fluxes and freshwater inputs. The spatial patterns of 
biogeochemical parameters are also dominated by physics but likely are also affected by heterogeneous 
sediment inputs and river inputs. Unfortunately, we have very limited information to verify these spatial 
patterns, although HALO activities to date and planned as part of Amendment #3 will increase this 
resource base (e.g. Task 4 ASV ADCP current velocities and planned Task 12 Sedimen Erosion 
experiments). Below, we focus on the temporal variability. 
  
LakeO-ROMS-NPZD model: A water level comparison (Figure 1E-9) demonstrates good agreement with 
a root-mean-squared (RMS) of 4 cm for the full year, although the model appears to have underestimated 
the water losses somewhat. It is clear that the water level exhibits strong annual variation with the 
magnitude ~30 cm in 2018.  

 
Figure 1E-9: A comparison between observations at L004 and the model prediction. 
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Figure 1E-10 shows a comparison between modeled and observed surface temperature at station L004 for 
2018, indicating a very good agreement on monthly to seasonal time-scales. Overall, the model somewhat 
overestimates temperature, particularly during the summer period. On average, the RMS bias is 1.2oC.  
Both model and observations indicate phytoplankton growth in shallow areas is different compared to 
deeper areas, likely due to bottom nutrient fluxes and light limitation differences. To better represent the 
entire lake, therefore, eight observational stations were chosen to represent the entire lake, and both the 
model output and observations were averaged over the stations (Figure 1E-11). Both model and 
observations show clear seasonal variations for all variables except organic matter. Model chlorophyll 
peaks around March-April, which was earlier than observed Chl-a, with blooms usually occurring during 
the summer months. Both model nitrate and ammonium concentrations show larger maxima and larger 
oscillations than observed. Ammonium is rarely detected in the lake, suggesting that nitrification is 
underestimated by the model. Model DON and PON compare well to the observations in terms of 
magnitude. DO cycles also agree with observations overall, although the model over-estimates the 
concentration in the summer. 
 

 
Figure 1E-10: A comparison of surface temperature between observations and the model at L004 in 
2018.  
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Figure 1E-11: Model vs data comparison for all stations across the lake. Zooplankton data were not 
available. 

Though average comparisons are useful in condensing the overall dynamics, it is also useful to compare 
model-data site by site. Figure 1E-12 shows a comparison of modeled and observed nitrate and 
chlorophyll at 4 selected stations. Here L004 is in the deeper part of the lake and both the phase and 
magnitude of chlorophyll are generally in line with observations, whereas at Polesout site observed nitrate 
was very low and the observed chlorophyll were off-phase with model in 2019 and 2020. The comparison 
for L007 and LZ30 appear to show some middle ground where model and observed nitrate agree 
reasonably in phase and magnitude, yet model chlorophyll was still largely off-phase with data. All of this 
suggest there were significant spatial variations in term of bloom dynamics, although the causes were not 
immediately clear.  
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Figure 1E-12: Model-data comparison for nitrate (left panels) and chlorophyll (right panels) at 4 
stations. Note L007, LZ30, and Polesout are shallow stations whereas L004 is in the relatively 
deeper central eastern areas.  

 
LakeO-ROMS-NPZD Operational Forecast: Beginning 7/1/21, the operational forecast system had been 
implemented and ran successfully once every week, which continued through 12/ 31/21. Figure 1E-13 
shows an example of the forecast for 7/14/21. The forecast skills were not fully evaluated because 
REVHUYLQJ�GDWD�ZHUH�OLPLWHG�DQG�RIWHQ�ZHUHQ¶W�DYDLODEOH�IRU�PRUH�WKDQ�RQH�ZHHN�DIWHU�WKH�IRUHFDVW��<HW�D�
cursory checking with remote sensing Cyanobacterial Index (CI) suggests that sometimes the modeled 
chlorophyll pattern agrees well with CI (Figure 1E-14), although they are not exactly equivalent (see 
Task 5). Yet in other cases, modeled chlorophyll patterns were quite different from the observed CI 
pattern. 
  

Figure 1E-13: Surface chlorophyll (top panels) and NO3 (bottom panels) on selected dates from 
forecast on 7/14/21 (7/7/21-7/13/21 were hindcast and 7/14/21-7/19/21 were forecast).  
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Figure 1E-14: A screen grab of forecast surface chlorophyll (vertical bar) along with observed 
chlorophyll (horizontal bar) on 7/8/21 from the ASV (Task 4), which indicates consistent patterns. 
Note the color-scale for the sailboat data is not the same as the modeled chlorophyll.  

 

     
Figure 1E-15: An example of model surface chlorophyll versus CI index on 7/19/21.  

LakeO-ROMS-HAB model, 1-D version: The 1-D model allows us to quickly test model parameters and 
formulations. One important process we had tested was the vertical migration of M. aeruginosa, which 
proved to be important based on Task 2 data. An example is shown in Figure 1E-16 to compare model 
results with and without vertical migration. Importantly, vertical migration allows M. aeruginosa to 
bloom for much of the year, although blooms are much more frequent in summer and early fall when the 
lake was warm and winds weak (favoring phytoplankton cells to stay at surface). One of the net effects is 
there was rapid drawdown of nutrients during late spring and summer due to these blooms. Moreover, 
when plotting against temperature, it is clear modeled surface chlorophyll when M. aeruginosa is allowed 
to migrate shows a significant dependence on temperature (Figure 1E-17). Another important aspect 
about vertical migration is that it would lead to stronger diurnal cycling of chlorophyll during summer 
time than in the case without vertical migration (Figure 1E-18). The contrast is more pronounced when 
there is relatively stronger wind mixing during the day.  
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Figure 1E-16: One-year (2018) simulation of LakeO-ROMS-HAB 1-D model with (blue lines) and  
without (green lines) vertical migration. Red circles are observations.  
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Figure 1E-17: A comparison of model surface chlorophyll with (top left) and without (bottom) 
vertical migration. The right panel shows the correlations of model chlorophyll versus temperature 
(blue: no migration, red: migration).  

 
Figure 1E-18: From top to bottom: Diurnal cycling of temperature, chlorophyll, nitrate + 
ammonium, and mixing coefficient for weak migration (w=1 m/day) (left panel) versus strong 
migration (w=10 m/day).  
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LakeO-ROMS-HAB model, 3-D version: A three-year (2018-2020) 3-D simulation has been nearly 
completed. We are performing final calibration at the moment and the current results are promising. For 
example, the model shows that vertical migration may play a critical role in the phytoplankton blooms. 
An example is shown in Figure 1E-19. Diurnal cycles of both M. aeruginosa and other phytoplankton are 
a prominent feature, which are driven by the diurnal cycling of both wind stress and surface heat fluxes 
(cooling at night and heating during the day). Moreover, M. aeruginosa migration (10 m/day in this case) 
was not strong enough to overcome wind mixing during moderate-to-strong wind events. As a result, 
major M. aeruginosa blooms can and only occur during weak wind periods (e.g. 8/17/21 ± 8/22/21). The 
day-night contrast is most prominent in deeper areas where M. aeruginosa concentrations can be quite 
low at night while major blooms may take place during the day (Figure 1E-20). 
 
The current model results already agree with data collected by SFWMD in general. The agreement is very 
good in the deeper area of the lake for all most key parameters (Figure 1E-21). It seems, however, that the 
model underestimates the phytoplankton blooms in the shallower areas especially southwest of the lake 
(Figure 1E-22). In addition, model appears to overpredict phosphate in the central lake while 
underpredicting phosphate in shallow areas, suggesting that the parameterization of the bottom phosphate 
flux may need revision. 
 
A simple analysis suggests wind and temperature play a key role in driving the phytoplankton blooms, 
mainly M. aeruginosa (Figure 1E-23, 24, 25). As noted above, it appears that M. aeruginosa migration, 
while important, are not strong enough to overcome strong wind mixing. As a result, both model and field 
observations suggest that most of the strongest bloom events occur under low wind conditions. This is 
particularly true for the central lake where water is deeper and strong winds should disrupt any potential 
blooms. Temperature is also important in affecting the growth directly. One combined effect of these two 
factors is that strong blooms mostly occur in the summer and early fall when water is warm and winds are 
typically weak. Model correlation between temperature and chlorophyll agree with data (Figure 1E-23).  
 

 
Figure 1E-19: Diurnal cycles of key variables at a station in the central eastern lake. From top to 
bottom: Net heat flux, wind stress, surface temperature, M. aeruginosa , and other phytoplankton 
in August 2021.  
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Figure 1E-20: An example of surface phytoplankton concentrations during night (left panels) and 
day (right panels): Other phytoplankton (top panels) vs M. aeruginosa . Note the different color-
scales.  

 

 
Figure 1E-21: Model-data comparison at a central lake station (LZ40) for a 3-year simulation. 
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Figure 1E-22: Model-data comparison at a shallow station (Polesout) for a 3-year simulation.  

 

 
Figure 1E-23: Key parameters (temperature, wind stress, DIN, PO4), M. aeruginosa, and all other 
P forms at a central lake station (LZ40) for a 3-year simulation.  
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Figure 1E-24: Key parameters (temperature, wind stress, DIN, PO4), M. aeruginosa, and all other 
P forms at a shallow station (Polesout) for a 3-year simulation.  

 

 
Figure 1E-25: Importance of wind forcing (left panels) and temperature (right panels) in central 
lake (LZ40, top panels) vs shallow sites (Polesout, bottom panels).   
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TASK 1F: MACHINE LEARNING MODELING (TASK LEAD: TANG) 

 
INTRODUCTION 

 
In this task, machine learning models were developed to predict M. aeruginosa surface blooms based on 
current and recent environmental conditions. The machine learning approach is unique and relies on high 
computing power to develop predictions based on artificial intelligence pattern recognition. The machine 
learning model inputs consist of recent (days to weeks) and current environmental, geochemical, and 
biological data (including HAB conditions), and the model outputs the likelihood of occurrence and 
intensity of near-future (days to weeks), spatially resolved, M. aeruginosa blooms. The machine learning 
model was constructed based on deep learning techniques, which have been used with high degrees of 
success in weather forecasting and other similar domains. Our model builds on the state-of-the-art deep 
learning algorithm, combined with the best knowledge available and observational data generated from 
the other project tasks, to provide predictions for future Chl-a concentration. The deep learning model is 
developed in two phases, where phase 1 focuses on mining statistical relationship knowledge from 
historical datasets (Figure 1F-1) as well as knowledge transitioning and phase 2 focuses on moving the 
model into production by automating model runs and outputting results to the HALO portal. 
 

 
 

Figure 1F-1: Historical datasets used to develop statistical relationships and train models in phase 
1, for employment in the operational Phase 2 model. The left hand side can be envisioned as the set 
of predictive training variables/conditions/features, with the right hand side being the set of 
variables to be predicted. 
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METHODS 
 
Overall methodology: During phase 1 of machine learning model development (Figure 1F-1) historical 
datasets that are both internal to the project and external (e.g., DBHydro and historical satellite imagery) 
have been used to discover the statistical relationships between environment condition variables. Various 
machine learning models were developed and evaluated using these historical data. Specifically, a 
SURYLVLRQDO�PRGHO�LV�GLDJUDPPHG��ZLWK�VRXUFHV�RI�PRGHO�IHDWXUH�GDWD�LQGLFDWHG��PRGHO�³LQSXWV´��H�J���
field measurements, database, DBHydro, etc.), as well as model outputs, e.g., indicators of HAB 
measurements. Supervised classification techniques use HALO database measurements, not limited to in 
situ Chl-a, nutrient data collected from fixed-location moorings, autonomous surface vehicles, and remote 
VHQVLQJ��7KHVH�PHDVXUHPHQWV�DUH�³OLQNHG´�WR�RWKHU�SK\VLFRFKHPLFDO�DQG�ELRORJLFDO�WLPH-series 
measurements. 
 

 
Figure 1F-2: Relationships in phase 1 used with HALO data for rapid prediction. 

 
For the historical datasets, lake-wide surface water quality data from various monitoring sites throughout 
Lake Okeechobee (i.e., DBHydro data) as well as historical remote sensing data were used for the deep 
learning model training. All Lake Okeechobee sites (> 25) within the DBHydro database from all date 
ranges were considered. We first focused on site-independent machine learning, i.e., water quality 
parameters or other environmental features are the primary training inputs. Additionally, for the model 
training, historical remote sensing data available for the 2016 to present time period were generated via 
processed sentinel-3 satellite data (Task 5). These data were preprocessed using basic quality control 
measures (e.g., removing extreme and NaN values, resampling and interpolating missing values in both 
time and space). The preprocessing pipeline in phase 1 is developed with phase 2 in mind and is capable 
of direct porting to the new data streams from other project tasks. 
During phase 2, data collected IURP�WDVNV�����QXWULHQWV��FHOO�FRXQWV��&KO��D��UHPRWH�VHQVLQJ��HWF���)LJXUH�
1F-2) were fused to form a dataset that serves as the machine learning input. In the machine learning 
pipeline, the datasets are automatically preprocessed, i.e., data is cleaned and resampled for 
feature/attribute (input) selection. These selected features are further processed by deep learning models 
(i.e., deep neural networks) for feature learning. Finally, these extracted features are used to predict the 
concentrations of the HAB indicator Chl-a. After the model algorithm was developed and trained, the 
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model was then deployed and operationalized via the HALO database and portal. Specifically, the most 
up-to-date HALO task data is automatically ingested for a two-week prediction. Model outputs are 
continuously archived on the HALO database and consist of a time series of 2-dimensional surface data 
for Chl-a concentrations. 
 
Deep learning model: We specifically used the Convolutional Long-short Term Memory Network 
(ConvLSTM) to build our deep learning predictor. ConvLSTM is a hybrid model of the LSTM network 
DQG�&11�QHWZRUN��7KH�EDVLF�LGHD�LV�WKH�VDPH�DV�/670��ZKLFK�XWLOL]HV�WKH�SUHYLRXV�OD\HU¶V�RXWSXW�DV�WKH�
input for the following layer. The most significant change is that weight computation of weight value is 
now a convolution operation. The inner structure of ConvLSTM is shown in Figure 1F-3.  
 

 
Figure 1F-3: Inner structure of the ConvLSTM deep learning model. 

 

With the addition of the convolution operation, ConvLSTM can not only establish a timing relationship 
similar to LSTM, but also has a spatial feature extraction capability similar to CNN. Thus, ConvLSTM is 
able to capture underlying spatial-temporal correlations. The key equations of ConvLSTM are shown 
below, with the כ represents convolution operator and � the Hadamard operator. 

 
 
We use the encoding-forecasting ConvLSTM structure illustrated in Figure 1F-4 to solve the spatial-
temporal prediction issue. It is made up of two networks: an encoding network and a forecasting network. 
7KH�IRUHFDVWLQJ�QHWZRUN¶V�LQLWLDO�VWDWH�DQG�FHOO�RXWSXW�DUH�UHSOLFDWHG�IURP�WKH�HQFRGLQJ�QHWZRUN¶V�ILQDO�
state. Both networks are created by stacking several ConvLSTM layers. We connect all the states in the 
forecasting network and feed them to the convolutional layer to construct the final prediction since the 
target and input of spatial-temporal prediction generally have the same dimensions. 
 

 
Figure 1F-4: Encoding-forecasting structure in the ConvLSTM. 
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To build the complete model, we use four ConvLSTM2D layers with batch normalization followed by a 
Conv3D layer for spatial-temporal outputs. Figures 1F-5 and 1F-6 are the complete model diagram and 
the summary of the model parameters. The ConvLSTM2D layer only accepts the inputs that have the 
same shape (batch Size, sequence, width, height, channels). We use 14 days of data as the input to predict 
a single day (i.e., repeat 14 times for a 14-day prediction), thus we reshape the data in each batch that has 
a sequence of 14 images. For the model evaluation, we mainly use a set of quantitative metrics, 
specifically, root mean square of errors (RMSE) and normalized standard deviation (STD). 
 

 
Figure 1F-5: Complete ConvLSTM model that used for training and online prediction. 

 

 
Figure 1F-6: Summary of the ConvLSTM model parameters. 
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ACTIVITIES SCHEDULED vs. COMPLETED  
 

We first carried out exploratory data analyses using historical datasets including but not limited to 
DBHydro and Sentinel-3 satellite imagery. Correlations between individual water quality and nutrient 
measurements were carried out for newly processed data for 26 DBHydro sites at various locations 
throughout Lake Okeechobee (Table 1F-1). 
 
Table 1F-1: An example correlation vector for the preprocessed features compared against 
Chlorophyll-A for station L001, a site located in the north region of the lake. 

)HDWXUH &RUU��&RHI� 
&+/2523+<//�$� �������� 
&+/2523+<//�$��&255(&7('� �������� 
&$527(12,'6� �������� 
7(03� �������� 
3+��),(/'� �������� 
3+(23+<7,1� �������� 
.-(/'$+/�1,752*(1��727$/� �������� 
&+/25,'(� �������� 
6(&&+,�',6.�'(37+� �������� 
$/.$/,1,7<��727��&$&2�� �������� 
63�&21'8&7,9,7<��),(/'� �������� 
$0021,$�1� �������� 
&2/25� ��������� 
',662/9('�2;<*(1� ��������� 
727$/�6863(1'('�62/,'6� ��������� 
1,75,7(�1� ��������� 
3+263+$7(��727$/�$6�3 ��������� 
785%,',7< ��������� 
1,75$7(�1� ��������� 
1,75$7(�1,75,7(�1� ��������� 
3+263+$7(��257+2�$6�3� ��������� 

 
Preliminary deep learning models were implemented and evaluated based on preprocessed historical 
Sentinel-3 remote sensing data over the 3-year period from 2016±2019. Baseline hindcasts of the 
Cyanobacterial Index (CI) were conducted with a Linear Autoencoder, a deep learning model that capable 
of learning the statistical relationships between CI values from a given date and their values on 
subsequent dates. This preliminary model output has been tabulated and stored in NetCDF format and 
provided to the HALO development portal (Figure 1F-7). This predicted surface coverage was for a date 
in the near future but was derived using data from only the previous sampling date based on knowledge 
extracted via pattern recognition for all dates. The model output is conveniently displayed automatically 
on the HALO server in an operational manner. 
 
To create a deep learning model with spatial-temporal prediction capabilities, we evaluated several 
approaches. First, the composite LSTM autoencoder marks the first deep learning model applied on 
HALO data capable of forecasting sequences of spatially resolved CI. The model is capable of 
reconstructing future sequences of CI on instances with similar characteristics to data seen during the 
model training. However, the model suffers from generalization issues with poor reconstruction 
performance. The major reason is that the current data is of low quality from a machine learning 
perspective (e.g., incomplete data sequence and non-uniform time steps). Example outputs of training and 
testing instances are provided in Figure 1F-8. 
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Figure 1F-7:  Preliminary model results for cyanobacterial index. 

 
Training: 

 
Hindcast: 

 
Figure 1F-8: Model training is conducted on filtered and preprocessed sequences of length 20. Each 
frame corresponds to a normalized non-uniform timestep of CI measured from Sentinel 3 imagery. 
The training data consists of the first 16 images, while the hindcast testing data corresponds to the 
last 4 images. During the training phase, the model is only exposed to sequences from the training 
data, while during the testing phase, the model is evaluated on the unseen testing set. 

 

Next, the convolutional LSTM autoencoder was implemented to incorporate learning abilities from multi-
channel input data while also adding the capability of spatial features. The non-convolutional LSTM 
model is only capable of learning temporal characteristics from a flattened vector of input data, whereas 
the ConvLSTM is capable of learning both spatial and temporal characteristics to better model 
geographical and temporal complexity of the Lake Okeechobee system. This model is theoretically 
capable of automatically learning functional mapping between multidimensional input features and a 
spatiotemporal sequence corresponding to predicted cyanobacteria index for a 14-day period over the 
surface of the lake. This comes at the cost of greater computational complexity and difficulty achieving 
convergence without both higher quality and quantity of data. 
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Figure 1F-9: The proposed automated data pipeline for machine learning model deployment. 

 
Further model planning relies on a reliable and valid pipeline before further experiments can be 
conducted with newly available measurements and before operationalization efforts can commence. 
Figure 1F-9 illustrates the proposed block diagram for the data pipeline. The data pipeline consists of 
three main blocks. The input block is designed to automatically fetch both locally available data provided 
from other HALO tasks stored on the high-performance supercomputing cluster as well as remote data 
from tertiary sources such as DBHydro. Then a 14-GD\�IRUHFDVW�LV�JHQHUDWHG�DQG�VDYHG�DV�D�µ�QF¶�ILOH��7KH�
deep leaning model predicts the forecast for the next day. It then uses this one-day forecast as further 
input for predicting the subsequent day. 
 
The HALO portal pulls the machine learning data from the FAU High Performance Computing cluster 
daily. The script requires the machine learning task lead to use their personal FAU login dual 
authorization to login each time, which creates non-trivial issues. Two different attempts are being made 
to fix this issue: 1) remove single sign on from the Duo authorization requirements; and 2) add remote 
host keys to High Performance Computer cluster without a password. The 14-day forecast can be viewed 
via the time series using the controls seen in the bottom right boxed in Figure 1F-10. Figure 1F-11 shows 
a simple 3-day example of the rolling time series. 
 

 
Figure 1F-10: Forecast on HALO portal, where the controls are in the bottom right box. 

 



1F: ML model 
 
 

63 

 
Figure 1F-11: A typical 3-day timeseries 7/23 - 7/25 that was predicted by the Linear Autoencoder. 

 
To improve the spatial-temporal ConvLSTM model performance, a higher quality and quantity of data are 
required. Thus, the model was expanded by further using hydrodynamic physical conditions from Task 
1E��JHQHUDWLQJ�D�³3K\VLFV-LQIRUPHG�0DFKLQH�/HDUQLQJ�0RGHO´�YDOLGDWHG�RQ�UHDO�UHPRWH�VHQVLQJ�
measurements. The image dataset generated by the hydrodynamic model as part of Task 1E is comprised 
of a 3-year simulation split into monthly files which contain daily averaged output. Figure 1F-12 (left) is 
an example of the original physics model image file that has a size of 386*386, which is excessively large 
IRU�WKH�PDFKLQH�OHDUQLQJ�PRGHO�DQG�FDXVHV�DQ�³2XW�RI�0HPRU\´�HUURU��'RZQVDPSOLQJ�RI�WKH�GDWDVHW�LV�
required, and the image was cropped and resampled to 112*112. Although the sharpness of the pictures is 
reduced, it is still acceptable for forecasting. Figure 1F-12 (right) is one of the data images after 
downsampling. Data normalization is finally applied to the downsampled images, and Figure 1F-13 
shows 14 days of data after normalization. 
 

 
Figure 1F-12. Physics model output. Left: original image that contains Chl-A and lake circulation. 
Right: data after downsampling. 

 

 
Figure 1F-13. Physics model output images with downsampling and normalization (14 days). 
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RESULTS & DISCUSSION 
 
ConvLSTM results, single day prediction: Figure 1F-14 shows typical predictions on the validation dataset. 
Compared to the ground truth, the results are promising (Figure 1F-15) where the model converges fast. 
 

 
Figure 1F-14: Typical predictions of the ConvLSTM. Ground truth and prediction are presented. 
1RWH�WKDW�³Ground truth´ is the reality we want our model to predict. Prediction is the model 
output after training. The model is trained in a way that the output will be as close to reality 
ground truth as possible. 

 

 
Figure 1F-15: Left: model accuracy. Right: model mean squared error. 

 

ConvLSTM results, 14-day prediction: The goal is to have a 14-day prediction, with the predicted result 
as an input to predict the next day. Figure 1F-16 shows the 14-day prediction. 
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Figure 1F-16: A 14-GD\�SUHGLFWLRQ�XVLQJ�WKH�µ��-day to 1-GD\¶�VHWWLQJ� 

 

Additionally, 14 days of data were used to predict 2 days (14-day to 2-day). We can see that the results are 
still accurate, shown in Figure 1F-17. The ultimate goal was to generate a 14-day prediction, with the results 
are shown in Figure 1F-18. 
 
 

 
Figure 1F-17: 14-day to 2-day result. Note that the top two are ground truth, and the bottom two 
are predictions. 
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Figure 1F-18: 14-day to 14-day prediction results, where the top row is the 14-day ground truth, 
and the bot are the 14-day predictions. 

 

CONCLUSIONS & FUTURE WORK 
 
From the single-day prediction result, predictions are very close to the ground truth, demonstrating that 
the HAB prediction model (i.e., predicting Chl-A over the whole lake) built with ConvLSTM is 
successful. In rolling prediction, the blur caused by downsampling will be superimposed, and this 
inaccuracy causes the input picture to become more and more blurry, affecting the prediction of the 
model. This problem can be solved by restoring the image to a higher resolution after downsampling. 
Finally, multisource information fusion is a promising method for accurate HAB prediction; however, 
deep learning methods are sensitive to data which requires that all data sources should be of high quality. 
Because the algae blooms are seasonal, data should be separated into different seasons and then build 
disparate models for each season. For the spatial-temporal ConvLSTM machine learning model, a paper 
is in preparation with plan to submit to the IEEE Journal of Selected Topics in Applied Earth 
Observations and Remote Sensing in early May 2022.
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TASK 2A: ENVIRONMENTAL MONITORING & SAMPLING (TASK LEAD: MCFARLAND) 

 
INTRODUCTION 

 
This task included conventional field measurements for monitoring environmental parameters potentially 
regulating HABs. Measurements included water column full depth profiles of common water quality 
parameters, including fluorometric measurements of colored dissolved organic matter (FDOM) by 
fluorometric proxy), Chlorophyll a, and phycocyanin, with the latter two being common measurements 
employed to quantify phytoplankton and HABs. Backscatter measurements collected are an improvement 
over turbidity measurements because they can be directly incorporated into optical algorithms. Direct 
remote sensing reflectance was determined with a hand-held spectroradiometer to enable ground truthing 
of satellite remote sensing efforts (Task 5A-B��DQG�GHWHUPLQH�WKH�³WUXH´�UHIOHFWDQFH�VLJQDO�RI�ODNH�ZDWHUV�
with and without M. aeruginosa and other HAB blooms. Water samples were also collected from surface 
and bottom water for subsequent analyses in Task 2B-C. Measurements were scheduled to target off-
weeks relative to SFWMD sampling to the greatest extent possible to expand the resolution of the Lake-
wide time series.  
 

METHODS 
 
We developed and adhered to a calendar of scheduled monitoring at monthly (between 2/1/2021 and 
4/30/2021) and biweekly (between 5/1/2021 and 10/31/2021) intervals to collect environmental data, as 
well as samples for subsequent analyses as part of other (sub)tasks of the project. Data and samples were 
collected at Tiers 1, 2, and 3 sites (i.e. L001, L004, LZ40, L005, and L006) for each sampling event, with 
occasional ad-hoc grabs at other sites of interest. Surface and bottom water samples were collected at 
each station (10 total samples for each sample event at all 5 stations). Samples were held at ambient 
temperature in a lake-water filled cooler and returned to the laboratory for same-day algal-related 
analyses as part of Task 2B (note: water samples for water column nutrient measurements reported in 
Task 3A, which were not formally funded by FDEP, were instead kept on ice although not filtered in the 
field). In-water environmental and optical data at each site was collected and included full profiles of 
conductivity, temperature, pH, dissolved oxygen, backscatter, Chlorophyll a, phycocyanin, and 
fluorescent dissolved organic matter (FDOM). Conductivity, temperature, and sensor package depth were 
measured with a Seabird Scientific SBE 49 FastCAT CTD Sensor calibrated by the manufacturer. pH was 
measured with an analog Seabird Scientific SBE 27 pH Sensor calibrated regularly using three pH 
standards (4.01, 7.0, and 10.01 pH) and stored in Orion pH electrode storage solution when not in use 
(Thermo Fisher Scientific). Dissolved oxygen concentrations were measured with a Seabird Scientific 
SBE 43 Dissolved Oxygen Sensor calibrated by the manufacturer at the start of the project (as per the 
QAPP; calibrations drift < 0.5% over 1,000 hours of on-time). Optical backscatter (bb) at 469 nm was 
measured with a Seabird Scientific ECO Scattering Sensor calibrated yearly according to Sullivan et al. 
2013 (similar manufacturers instructions). Chlorophyll a, phycocyanin, and FDOM concentrations were 
measured by fluorescence using Seabird Scientific ECO Fluorometers calibrated during the project using 
a direct corresponding standard, but with quinine sulfate used for FDOM. Above water measurements of 
hyperspectral remote sensing reflectance (Rrs, 400 ± 850 nm) were recorded at each survey site with a 
hand-held field radiometer (Analytical Spectral Devices, Inc.). Measurements were acquired according to 
NASA standard protocols using a ~10% reflective sprectralon plaque and data was processed according to 
(Gould et al. 2001). Secchi depth measurements were collected as a measure of water clarity. For all data, 
processing included translation of archived data to a common format, application of calibrations, 
correction for environmental characteristics, and averaging of replicates or time series deployment data 
into appropriate depth bins. 
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ACTIVITIES SCHEDULED vs. COMPLETED  
 
A total of 15 field surveys were scheduled and conducted as planned, monthly between 2/1/2021 and 
4/30/2021 (three total sampling events) and biweekly between 5/1/2021 and 10/31/2021 (12 total 
sampling events). Five predetermined sites were visited on each survey day. Data for this task was 
collected in situ and processed within 2 weeks of collection. After review for quality control, erroneous 
data was removed and data was reprocessed to ensure accuracy of all measured results. Reflectance and 
pH data were unavailable for some sample events or sites due to instrument malfunction or unsuitable 
environmental conditions. Backscatter data was outside of quantifiable ranges for some stations due to the 
extreme turbidity of lake waters. 
 
 

RESULTS & DISCUSSION 
 
Secchi depths varied somewhat among sites, with site L005 showing substantially greater water clarity 
during summer months presumably due to the sandy bottom. Water clarity at all sites other than L005 
tended to increase in the late summer and fall (Figure 2A-1) with the onset of quiescent conditions. Water 
temperature did not usually vary substantially with depth but did vary considerably at all sites over time 
(Figure 2A-2). Temperatures ranged from 22 to 32 ᄶC over the study period. Peak water temperatures 
were generally recorded in August and early September, after which they began to decline. Conductivity 
varied seasonally during the study as well (Figure 2A-3). It increased at all sites from February to June, 
peaking in July and August. Conductivity decreased in the fall, most rapidly at sites L001 and L005. 
Measured pH profiles were much more variable than other parameters and often varied substantially 
among sites (Figure 2A-4), with pH most often elevated during documented bloom periods and crashing 
soon after. Site L001 often had the lowest pH while site L005 was often highest. Some vertical structure 
was observed in pH but no coherent pattern could be identified. Dissolved oxygen profiles showed high 
concentrations during the spring and early summer and lower values in late July, August, and September 
(Figure 2A-5); however, minimal vertical structure was observed, and no truly hypoxic waters were 
detected (i.e. < 2 mg L-1). Backscatter was highest from February through July (Figure 2A-6), consistent 
with Secchi-determined water clarity, but decreased at all sites in after September. The lowest backscatter 
was seen at sites L001 and L005, sites with a mixed mud/sand and sand bottom, respectively. In situ 
profiles of Chl-a were very noisy during the first part of the study period when turbidity was highest 
(Figure 2A-7). More accurate assessment of chlorophyll a was possible after July where data show 
chlorophyll concentrations were generally highest at sites L001 and L005, and lowest at sites LZ40 and 
L004. We suspect based on Autonomous Surface Vehicle data (Task 4) that this variability may be 
caused by quenching of the fluorescence signal at the elevated turbidities. Interestingly, there was 
minimal seasonal variation observed in this data. Profiles of FDOM showed little vertical structure and 
generally decreased in the late summer and fall (potentially a biproduct of the decreased turbidity and thus 
decreased fluorescence quenching), although concentrations remained high at sites L001 and L005 
(Figure 2A-8). Phycocyanin profiles were highest at site L005, especially in one profile from 10/12/21 

(Figure 2A-9). There were no clear seasonal trends that could be identified in these data, but ongoing data 
interpretation will integrate this fluorometric data with Task 2B phytoplankton community structure 
information. Remote sensing reflectance spectra was variable among sites and over time in magnitude and 
spectral shape (Figure 2A-10) and on its own is not generally useful; it requires additional processing as 
performed in Task 5.  
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Figure 2A-1: Secchi depth at all stations and dates. 

 

 
Figure 2A-2: Temperature profiles for all stations on all dates. 
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Figure 2A-3: Conductivity profiles for all stations on all dates. 

 

 
Figure 2A-4: pH profiles for all dates. 
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Figure 2A-5: Oxygen profiles for all stations on all dates. 

 
Figure 2A-6: Backscatter (469 nm) profiles for all stations on all dates. Missing data is due to post-
processing removal of sensor-saturated data. 
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Figure 2A-7: In situ chl-a profiles for all stations on all dates. 

 

 
Figure 2A-8: Profiles of fluorescent dissolved organic matter (FDOM) for all stations and dates. 
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Figure 2A-9: In situ phycocyanin profiles for all stations on all dates. 

 

 
Figure 2A-10: Remote sensing reflectance (Rrs) spectra measured at each site on each date. 
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CONCLUSIONS & FUTURE WORK 
 
Some variation over horizontal spatial and temporal scales was evident in all data collected. Vertical 
structure in measured parameters was usually not observed throughout the study period, except for some 
parameters on some rare occasions. However, the instrument package used for in situ measurements could 
not sample the top ~0.5 m of the water column. It was in this upper surface layer where toxic algae like 
M. aeruginosa were often most abundant due to the positive buoyancy of their cells and colonies. The 
abundance and characteristics of these algae, therefore, should be reflected more accurately in the sample 
analyses of Tasks 2B-C. Seasonal variation was substantial in many measured parameters including 
FDOM, Rrs, backscatter, oxygen, conductivity, temperature, and Secchi depth. Consistent spatial variation 
among sites was also evident for phycocyanin, FDOM, chlorophyll a, backscatter, pH, conductivity, and 
Secchi depth. These measured parameters show a broad overview of lake characteristics that are 
associated with harmful algal bloom distributions and abundances, and are critical for ongoing data 
interpretation of other task efforts. Sites L001 and L005 in the north and west appear to be 
environmentally distinct from sites LZ40, L004, and L006 in the central, eastern, and southern portions of 
the lake. 
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TASK 2B: HAB TOXIN IDENTIFICATION & PHYSIOLOGY (TASK LEAD: MCFARLAND) 

 
INTRODUCTION 

 
A set of laboratory analyses was conducted on samples collected during Task 2A to identify algal taxa 
present, measure total chlorophyll a concentrations, measure concentrations of microcystin toxins, 
quantify cell concentrations for several groups of algae and M. aeruginosa by flow cytometry, determine 
ratios of dead to live cells of M. aeruginosa, and measure the variable fluorescence of alga to determine 
their photophysiological state. These analyses provided a comprehensive and detailed picture of algal 
abundance, composition, and health throughout the lake over the full course of the annual bloom cycle. 
 

METHODS 
 
Field collected surface and bottom water samples were maintained in a cooler at ambient water 
temperature for up to 6 hours until return to the lab for analyses. Phytoplankton were identified to the 
lowest taxonomic classification possible based on size and morphology using a Nikon Eclipse Ni upright 
compound microscope. Immediately after collection, one mL subsamples containing live cells were 
placed into a Sedgewick-Rafter chamber and observed at 100X magnification using phase contrast 
illumination. Presence or absence was determined by scanning through 500 µL of the sample. Cell 
concentrations of select phytoplankton groups were determined with a BD Accuri C6 flow cytometer 
equipped with blue (488 nm) and red (640 nm) excitation lasers and detectors for forward scatter, side 
scatter, green fluorescence (533nm/30nm bandwith), chlorophyll fluorescence (>670 nm), and 
phycocyanin fluorescence (675nm/25 nm bandwith) as described in (Marie et al. 2005). For each sample, 
up to 60,000 cells or 200 µL of sample were analyzed. Prior to analysis, subsamples were briefly 
sonicated for 5 seconds to disaggregate colonies to allow for accurate enumeration. This procedure was 
tested with M. aeruginosa cultures before analysis of field samples to ensure minimal cell loss and 
effective disaggregation. Algal cells measured by flow cytometry were classified into 4 identifiable 
groups including nanoeukaryotes, microeukaryotes, picocyanobacteria, and Microcystis spp. Chlorophyll 
a concentrations were measured by fluorescence using a Turner model 10AU fluorometer according to 
EPA method 445 (Arar and Collins, 1997). Depending on algal concentrations, 5-15 mL of sample was 
filtered using GF/F filters (Whatman) and extracted in 90% acetone overnight before analysis. Variable 
fluorescence of the algal community was measured with a Satlantic FIRe fluorometer (Gorbunov et al. 
2020). The instrument provided the ratio of variable to maximum fluorescence (Fv/Fm), a measure of the 
photosynthetic capacity of cells. The ratio of dead to live M. aeruginosa cells was determined for cells 
analyzed by flow cytometry after staining with SYTOX green. This membrane impermeant nucleic acid 
probe becomes fluorescent upon binding to the DNA of dead cells with compromised membranes. Cells 
with enhanced green fluorescence, therefore, were identified as dead and compared to cells without green 
fluorescence to determine the ratio of dead or dying cells to live cells within the population (Bouchard 
and Purdie 2011, Mikula et al. 2012, Chapman et al. 2016). Finally, subsamples were stored frozen at -20 
ᄶC and later analyzed by Enzyme Linked Immunosorbent Assay (ELISA) to determine concentrations of 
microcystin toxins. ELISA kits from Eurofins Abraxis in a 96 well plate format (P/N 520011SAES) were 
used along witK�D�SODWH�UHDGLQJ�VSHFWURSKRWRPHWHU�DFFRUGLQJ�WR�WKH�PDQXIDFWXUHU¶V�LQVWUXFWLRQV��6DPSOHV�
were subjected to 3 freeze/thaw cycles prior to analysis to release intracellular microcystins into solution. 
Samples that were initially too concentrated for accurate determination of toxin concentrations were 
diluted and reran until results were within a quantifiable range. 
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ACTIVITIES SCHEDULED vs. COMPLETED  
 
All scheduled water sample collections and subsequent laboratory analyses have been completed. A total 
of 150 surface or bottom samples from 5 sites over 15 sampling events were acquired and analyzed. 
Analysis of dead vs. live M. aeruginosa cells could only be performed when sufficient cell concentrations 
were present in collected samples. This occurred for 59 of the 150 samples collected. One Chl-a 
measurement from 4/29/2021 at L001 was lost due to equipment malfunction.  
 
 

RESULTS 
 
The number of taxa observed in collected samples from all sites generally increased from February to 
October (Figure 2B-1). The full community composition is archived in the HALO database. M. 
aeruginosa was observed in 51 of 75 surface samples and 23 of 75 bottom water samples. In addition, M. 
aeruginosa was observed at one or more sites on all collection dates except for the February sampling 
event. Other potentially toxic cyanobacteria commonly observed included Dolichspermum sp. and 
Cylindrospermopsis sp. Cell concentrations determined by flow cytometry showed seasonal variation in 
the abundance of nanoeukaryotes and picocyanobacteria, with peak abundances in late June or July 
(Figure 2B-2). Picocyanobacteria were most abundant but likely not the dominant biomass due to their 
small cell size. Microeukaryotes and M. aeruginosa showed less seasonal variation and were absent or 
present only at relatively low concentrations before late April. Chl-a concentrations were often higher in 
surface samples except for site L001 (Figure 2B-3). Concentrations varied substantially over time and 
among sites with no clear seasonal pattern except for an increase in winter and early spring. The Fv/Fm 
ratio showed some large and sudden variations in the photosynthetic capacity of cells as well as longer 
term site specific seasonal trends (Figure 2B-4). Sites L001 and L006 showed peak Fv/Fm in late June 
and early July while sites LZ40 and L004 showed a possible increase in Fv/Fm over time. Site L005, 
however, showed a general decrease in Fv/Fm with time and a sudden dip during late July and early 
August. The ratio of dead to live cells could not be determined for all samples so trends for individual 
sites were difficult to determine (Figure 2B-5). However, a general decrease in the ratio over time was 
observed with lower values after July. Microcystin concentrations were highly variable over time 
especially at sites LZ40 and L004 where the highest concentrations were measured (Figure 2B-6). 
Concentrations were also generally higher in surface water samples at sites L006, L004, and LZ40. A less 
drastic difference between surface and bottom samples was seen at sites L001 and L005. Several 
measured microcystin concentrations were more than 100 ppb and the highest measured concentration 
was more than 300 ppb at LZ40 in July. 
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Figure 2B-1: Number of identifiable phytoplankton taxa in all collected samples. 

 
Figure 2B-2: Cell concentrations for 4 different classes of phytoplankton in all samples. 
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Figure 2B-3: Surface and bottom chl-a a concentrations for all sites and sample dates. 

 

 
Figure 2B-4: Ratio of variable to maximum fluorescence in all collected samples at each site. 
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Figure 2B-5: Ratio of dead to live cells determined for all samples with sufficient cell densities. 

 

 
Figure 2B-6: Concentration of microcystins in all samples. Vertical axes begin at the lower limit of 
quantification (0.05 ppb). 
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DISCUSSION 
 
Variation in phytoplankton composition during the study showed both expected and unexpected trends. 
Diversity increased in the fall and cell concentrations for M. aeruginosa, nanoeukaryotes, and 
picocyanobacteria were highest during summer as was expected. However, M. aeruginosa concentrations 
varied substantially among locations and over time, even during peak bloom months suggesting that its 
abundance and distribution throughout the lake is patchy. Higher spatial and temporal resolution 
observations would assist in identification of the environmental gradients that determine cell 
concentrations, as well as ongoing comparison with other task data. Total algal biomass as represented by 
chl-a concentrations was not always an accurate reflection of M. aeruginosa abundance or microcystin 
concentrations. Microcystin was generally found at low to moderate concentrations with some extremely 
high concentrations observed at specific stations. This variation is another indication of the extreme 
patchiness of M. aeruginosa blooms in Lake Okeechobee. Unexpectedly, the ratio of dead to live cells 
decreased in late summer and fall as M. aeruginosa cell concentrations declined somewhat. This suggests 
that although cells were decreasing in number, those that remained were healthy and viable. This 
information may be key when combined with nutrient and light availability data. Photophysiology (i.e. 
Fv/Fm) of the phytoplankton showed inconsistent trends over time at the different sites and substantial 
variability, especially in surface waters. Higher variability of Fv/Fm in surface water samples is likely 
attributable to a more varied light exposure history with variations in cloud cover, and possible local 
depletion of nutrients in near surface waters with higher cell concentrations.  
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TASK 2C: HAB METABOLIC RATES (TASK LEAD: MCFARLAND) 

 
INTRODUCTION 

 
Live M. aeruginosa cells were analyzed to assess their relative metabolic rate immediately upon return to 
the lab after sample collection. We used fluorescein diacetate (FDA) as an indicator of metabolic activity 
(Geary et al. 1998) and analyzed its fluorescence within cells by flow cytometry (Xiao et al. 2011, Mikula 
et al. 2012). This allowed for targeting of M. aeruginosa populations among the broader phytoplankton 
community. FDA is taken up by cells and broken down into its chemical constituents, becoming 
fluorescent in the process. After a fixed incubation period, cells capable of rapidly consuming and 
digesting the FDA display a brighter green fluorescence relative to those whose metabolic rate is slower.  
 
 

METHODS 
 
Initial laboratory experiments with uni-algal cultures of M. aeruginosa were used to determine the 
optimal FDA incubation time. We measured FDA fluorescence after incubations of 2 to 48 minutes at 
several concentrations (Figure 2C-1). Cultures were previously isolated from Lake Okeechobee and 
maintained in BG11 medium at 25 ᄶC with a 12:12 hour light:dark cycle. An optimal incubation time of 
18 minutes at an FDA concentration of 30 mg/L was selected and used for analysis of all field samples. 
Field collected samples were analyzed immediately upon return to the laboratory within 6 hours of 
collection. 
 

 
Figure 2C-1: FDA fluorescence of M. aeruginosa culture after various incubation times. 

 

ACTIVITIES SCHEDULED vs. COMPLETED  
 
Metabolic rate analyses were scheduled to be conducted on surface and bottom samples from all five sites 
a total of 4 times in February, May, July, and October for a total of 40 samples. Analyses were conducted 
in excess of contractual obligations for a total of 60 samples collected on 6 sample dates in February, 
May, June, July, August, and September. For most analyses, however, there were insufficient cell 
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concentrations to produce accurate results and the total number RI�VDPSOHV�³VXFFHVVIXOO\´�DQDO\]HG�ZDV�
27. 
 
 

RESULTS 
 
Metabolic rates in surface samples increased at all sites except L006 from spring to summer (Figure 2C-
2). Sites L001, L005, and LZ40 subsequently decreased in late August or September. The range of 
variation seen over time at each site was similar. 

 
Figure 2C-2: Metabolic rates determined by net FDA fluorescence, normalized to cell density, for 
all successfully analyzed samples. 

 
 

CONCLUSIONS & FUTURE WORK 
 
Patterns of metabolic rate in M. aeruginosa over time suggest a coherent seasonal variation with peak 
rates in the late summer followed by a decline in early fall. Surface and bottom samples were often 
similar except for one date at L005. When compared with the cell concentrations of M. aeruginosa (Task 
2B), these observations suggest seasonal patterns that are independent of total abundance which peaks 
much earlier in the year. This data may be indicative of shift from autotrophy to chemotrophy as nutrients 
essential for photosynthesis decline in surface waters; however, no field studies have been conducted to 
provide a context for this data. This data may become more informative upon integration into the greater 
dataset that considers nutrients and light availability. 
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TASK 2D: AUTONOMOUS HAB MONITORING (TASK LEAD: NAYAK) 

 
INTRODUCTION 

 
This task focused on testing two new technologies for the suitability in detecting M. aeruginosa and 
perhaps other HABs/biological species in the turbid Lake Okeechobee environment. First, the 
AUTOHOLO is a submersible holographic imaging system, which is designed to image aquatic particles 
and plankton in situ (Figure 2D-1).  The recording medium is a high resolution, 4920 x 3280 (16 MP) 
Imperx camera, acquiring data at a frame rate of up to 3.2 Hz. Processing of the holograms enable 
characterization of particles/plankton within the size range 20 µm ± 1.5 cm can be imaged using the 
system, providing a baseline of the local plankton community composition, which can help supplement 
direct sampling efforts.  An added advantage of the system design is the adjustable 12 cm sampling length 
between the two windows, which corresponds to a sampling volume of 71.4 mL per hologram. This is an 
order of magnitude higher than the volume sampled per hologram in commercially available holographic 
imagers. The large sample volume also allows for studying particles, bubbles and droplets in their natural 
environment, while minimizing breakage/dispersal. Data is stored on-board using 4 TB solid state hard 
drives and retrieved and processed after each deployment. As part of this work, two main goals were 
considered. The main point of interest was whether the system would be able to function in the high 
turbidity environment of Lake Okeechobee. This included laboratory and field testing of the instrument in 
diverse environments on both coasts of Florida (Indian River Lagoon and coastal Gulf of Mexico) as well 
as the actual field deployment in Lake Okeechobee. 
 

  

Figure 2D-1: Left: The AUTOHOLO submersible holographic imaging system; Right: the Acoustic 
Zooplankton Fish Profiler. 

 

Next, the Acoustic Zooplankton Fish Profiler (AZFP; ASL Environmental Sciences; Figure 2D-1) is a 
monostatic, active, scientific echosounder system.  The AZFP transmits a short pulse of high-frequency 
sound and then records the echoes.  Sound is backscattered from targets such as plankton.  This 
backscatter is influenced by many factors, including the size, orientation, and quantity of organisms 
present within the acoustic beam.  It is often possible to discriminate between different species based on 
the way that the targets scatter sound at different frequencies.  The AZFP supports up to four individual 
channels, and in this case, the instrument had center frequencies at 125 kHz, 200 kHz, 455 kHz, and 769 
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kHz.  Since each AZFP channel is calibrated, the measured backscatter is known on an absolute 
scale.  This facilitates comparison against theoretical backscattering models for the organisms, where 
such models exist.  In the case of M. aeruginosa, there is presently a paucity of acoustical data measured 
from these organisms in their natural environment. The goal is to collect as much data as possible for 
future purposes as well as analyze some data to get preliminary results on the feasibility of this method 
for HAB detection. It should be noted that this technology implemented for use in detecting HABs is a 
very novel application and to our knowledge this is the first of its kind. 
 
 

AUTOHOLO METHODS, ACTIVITIES CONDUCTED, AND RESULTS 
 
Indian River Lagoon testing: Field testing of the AUTOHOLO was conducted in the Indian River Lagoon 
(IRL) on 12/8/20.  We sampled at three different stations, representative of different optical (turbid) 
conditions. Three different path lengths corresponding to 2 cm, 4 cm and 6 cm were used at each location 
and together, a set of nine different batches of holograms were recorded for analysis over these different 
parameters. Deployment details are provided in Table 2D-1 and photos from the actual deployment are 
provided in Figure 2D-2. Between different samples, over 1500 good quality holograms were recorded 
(full processing still ongoing). For this particular deployment, the AUTOHOLO was configured with a 1 
cm path length and a 10X objective lens to obtain a resolution of 0.45 µm/pixel. As mentioned 
previously, this optical configuration is variable and a lens-less configuration was used at Lake 
Okeechobee. 

 
Figure 2D-2: (a) The AUTOHOLO being deployed at one of the stations during the 12/8/20 field 
effort. (b) Image showing the qualitative difference in turbidity between two distinct water masses 
during the sampling event.  
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Example raw holograms from each of the 9 different samples are shown in Figure 2D-3. The best quality 
holograms were recorded at station 1, with negligible variations as the path length was increased from 2 cm 
to 4 cm to 6 cm. At stations 2 and 3, the hologram quality was acceptable at the 2 cm path length, despite 
the increased turbidity. However, by the time the sampling path length was increased to 6 cm, the quality 
of the holograms was degraded in either case. Thus, maintaining a 2 cm (or lesser) path length seems to 
provide acceptable hologram quality in turbidities ranging to at least 5 1/m. Lake Okeechobee on the whole 
exhibits higher turbidity which led us to also perform additional tests in the lab (reported later). 
 

 
Figure 2D-3: Sample raw holograms recorded during the 12/8/20 sampling event, showing 
variations at stations based on turbidity and path length. Station 1 recorded the overall lowest 
attenuation reading (a = 2.4 1/m), while the readings were higher in stations 2 and 3 (4 1/m and 4.9 
1/m respectively). 
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Table 2D-1: Deployment details for the southern IRL field sampling on 12/8/20. At each station, 
three different path lengths (distance between windows) were used to record data. 

Station Name Latitude Longitude Time  
(EST) 

# images 
2cm 4cm 6cm 

Station1 27.51874 -80.33879 10:30 422 408 431 
Station2 27.46728 -80.31471 11:48 409 406 401 
Station3 27.47250 -80.29040 13:49 541 419 406 

 
 
 
  

 

 
Figure 2D-4: Sample in focus particles and organisms recorded during the 12/8/20 sampling event 
across a wide size range (including copepods with/without egg sacs and diatom chains), 
corresponding to expected size range of M. aeruginosa colonies and other plankton. 

 

Gulf of Mexico testing: A second round of field testing, in a different environment, was conducted in the 
coastal Gulf of Mexico, off the Fort Myers coast.  In situ sampling was conducted at four different stations 
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(Figure 2D-5), representative of different optical (turbid) conditions. Details are provided in Table 2D-2 
and a map of the sampling locations is provided in Figure 2D-5. At each sampling station, about 300 
holograms were recorded. For this particular deployment, the AUTOHOLO was configured with either a 
2, 4 or 6 cm path length at each station based on the turbidity. A 10X objective lens was used to obtain a 
resolution of 0.45 µm/pixel, as in the previous deployment.  
 

 
Figure 2D-5: Map showing the stations at which AUTOHOLO was deployed during the 1/7/21 field 
effort. Holograms collected in situ at Stations 1-4. Physical water samples collected and analyzed in 
the lab at all five stations.  

 

Table 2D-2: Deployment details for the Gulf of Mexico field sampling on 1/7/21.  

Station Name Time 
(EST) 

K. brevis Cells/mL 
(AUTOHOLO) 

K. brevis Cells/mL 
(Flow cytometry) 

Station1 1121 762 970 
Station2 1258 835 1045 
Station3 1423 5984 5981 
Station4 1518 797 435 

 
Water samples were also collected at each station and flow cytometry data was collected upon return to the 
lab. While the flow cytometer has poor accuracy for K. brevis populations at low cell concentrations (<1000 
cells/mL), it is still useful to make a comparison with the AUTOHOLO cell counts (which are higher fidelity 
because of the larger sample size). Except at Station 4, the cell concentrations were comparable (within ~ 
25%) between both methods. At high concentrations (~ 6,000 cells/mL, Station 3), the cell counts were 
nearly the same in both methods (Table 2D-2). These continued field experiments were useful to inform 
the AUTOHOLO deployment for this project; specifically, giving us a feel for the path lengths that work 
best for varying turbidities. 
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Figure 2D-6: Sample hologram from Station 3, showing very high K. brevis concentrations. 

 
Figure 2D-7: Sample processed holograms showing K. brevis cells at different stations. 

 
Laboratory testing: To supplement the field testing, laboratory experiments were conducted under 
controlled conditions at even higher particle loads (and consequently, turbidity) than those observed in the 
field. Diatomaceous earth was used as the particle of choice across the lab measurements. A range of tests 
were carried out at different attenuation and path length ranges. Keeping a constant path length of 1 cm, 
holograms were recorded at various path lengths corresponding to attenuation values of 1, 2 and 6 1/m 
respectively. Sample holograms at each case are shown in Figure 2D-8. At this path length, hologram 
quality was relatively unaffected even at the highest attenuation value. In Figure 2D-9, sample holograms 
for the same attenuation values, but an increased constant path length of 20 cm are shown. Clearly, at the 
highest attenuation, the hologram quality is seriously compromised, especially when it comes to 
characterizing smaller particles. This controlled experiment shows us that the minimum path length 
achievable with the AUTOHOLO (1 cm) is sufficient to record good quality data at very high attenuation 
readings, which provided us confidence for Lake Okeechobee deployments. 
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Figure 2D-8: Sample holograms for attenuation values of 1,2 and 6 1/m at constant sampling length 
of 1 cm. Diatomaceous earth particles were used in this lab experiment. 

 

 
Figure 2D-9: Sample holograms for attenuation values of 1,2 and 6 1/m at constant sampling length 
of 20 cm. Diatomaceous earth particles were used in this lab experiment. 
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Lake Okeechobee testing: The AUTOHOLO was deployed during a routine sampling event at Lake 
Okeechobee on 8/24/21. The instrument was configured with a 1 cm path length due to high turbidity in 
the water; this was informed by previous testing in different optical environments as reported in earlier 
quarters. Holograms were recorded in the lensless configuration (to image larger objects such as M. 
aeruginosa colonies and zooplankton) with a resolution of 5.5 µm/pixel and a field of view (FOV) of 18 
X 27 mm, corresponding to a sample volume of 4.86 mL per image. In situ holographic images were 
recorded from three different stations ± at each station, 200 holograms were recorded. The Secchi depths 
of stations 1, 2, and 3 are 0.415 m, 0.76 m, and 0.47 m, respectively. Further details are provided in Table 
2D-3. At all stations, the AUTOHOLO successfully recorded good quality holograms. Stations 1 and 3, 
with higher turbidities, had a high number of small particles (possibly detrital matter). In station 2, we 
observed M. aeruginosa colonies, consistent with results obtained from the lab samples (Figure 2D-10). 
In all datasets, several copepods were also recorded, sparsely distributed in all three stations. A collage of 
these different particles/organisms is shown in Figure 2D-11. 
 

        
Figure 2D-10: Sample AUTOHOLO image from Station 2. (a) Raw image; and (b) Processed 
(reconstructed) composite image showing all the in focus particles on the same plane. 

 
Table 2D-3: Deployment details for the Lake Okeechobee field sampling using AUTOHOLO on 
8/24/21. 

Stations  Geographical Location  No. of Holograms  Secchi depth 
(m)  

Station 1  27.139 N, -80.789  W  200  0.415  

Station 2  26.957 N, -80.97 W  200  0.76  

Station 3  26.82 N, -80.78 W  200  0.47  
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Figure 2D-11: A collage of particle/organism crops from various holograms seen at Station 1 (top 
row), Station 2 (middle) and Station 3 (bottom row). Left panels in each row show copepods seen at 
different orientations. Middle and right crops in center row are clearly imaged M. aeruginosa 
colonies. Two unidentified diatom/cyanobacterial colonies (elongate chains) are seen in rightmost 
panel in the top and bottom rows. Small, detrital particles seen in background in most images. 

 
For each of the three stations, based on the above initial observations, holograms were post-processed to 
look at the following data: (i) M. aeruginosa colony presence and abundance; (ii) copepod abundance; 
and (iii) general particle characterization in the lake, including size distributions and fitting a slope to the 
data. Particle size is characterized either by the major axis length (MAL) ± defined as the longest 
dimension of the particle - or the equivalent size diameter (ESD) which is defined as ܦܵܧ ൌ ඥͶܣȀߨ�, 
where A is area of the particle. 
 
M. aeruginosa colonies were absent at Stations 1 and 3. At Station 2, a total of 25 particles were 
positively identified as M. aeruginosa colonies. The minimum and maximum M. aeruginosa colony size 
(MAL) were 0.93 mm and 4.5 mm respectively, with a mean value of 1.85±0.9 mm. It is important to 
note here that the AUTOHOLO has the ability to measure how large M. aeruginosa colonies get in their 
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natural environment. Typical sampling methods depend on manual collection and are prone to size biases 
induced due to fragmentation of collected colonies during the collection and transport process. Observing 
them directly in situ provides an insight into their ecology which might not otherwise be possible. 
Copepods were also observed at all stations in the imagery. While the sample size is admittedly limited 
(200 holograms at each site), there are some interesting observations.  A total number of 6, 11 and 3 
individuals were observed at Stations 1, 2 and 3 respectively. These corresponded to 6.1, 11.3 and 3 
copepods/L respectively at each of the stations. From previous oceanic observations, the typical values 
indicate roughly around 1 individual/L, highlighting that these abundances were above the base normal. 
While again reiterating that the small sample size might make these observations statistically 
insignificant, this effort highlights interesting questions that can be addressed with longer deployments. 
For example, copepod abundance was seemingly higher at the only station where M. aeruginosa was 
detected. The minimum and maximum sizes (as defined by major axis length) were 396 µm and 1051 µm, 
with a mean length of 680±200 µm. 
  
Broadly, the AUTOHOLO data also reveals insights into the overall particle distributions at the different 
stations. Results were compared using both MAL and ESD parameters (the latter is more common in the 
marine optics/particle characterization community, so results are presented using that format here). Figure 
2D-12 shows the particle size distributions for Station 1 on a log-log plot (as is the norm in these cases). 
The values of the slopes in the PSD (~4.3), are higher than those typically seen in marine environments 
(~3-4), indicating higher abundance of particles at the smaller end of the size spectrum. The data is also 
presented as a histogram, with data divided into 20 µm bins. The results show most of the particles are 
present in the <100 µm range, with a highest particle abundance of ~ 100 particles/mL in the first bin 
(~20-40 µm). Similar plots for station 2 and 3 (Figures 2D-13 and 2D-14) reveal the same trends; highest 
abundance occurs at the smallest scales. Station 3 showed the highest particle abundance among all three 
stations (~ 150 particles/mL in the first bin). These results again highlight the usefulness of the 
AUTOHOLO in characterizing particle abundance and distributions even in turbid/high particle load 
environments such as Lake Okeechobee. 
 
 

  
Figure 2D-12: (i) Particle size distribution and (ii) particle abundance obtained from post-processed 
holograms at Station 1.  
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Figure 2D-13: (i) Particle size distribution and (ii) particle abundance obtained from post-processed 
holograms at Station 2. 

  

 
Figure 2D-14: (i) Particle size distribution and (ii) particle abundance obtained from post-processed 
holograms at Station 3.  

 
 

AZFP METHODS, ACTIVITIES CONDUCTED, and RESULTS 
 
Based on advice received by previous email discussions with Paul Gray (Audubon Florida) and Zach 
Welch (SFWMD), the AZFP deployment was scheduled to be deployed in Jun-July 2021. The instrument 
was received at FAU-HBOI from ASL Environmental Sciences on 6/5/21, after undergoing factory 
calibrations. It consists of (i) a main cylindrical body which hosts the battery and electronics (Figure 2D-
15); and (ii) A multi-frequency transducer that can transmit and record returns at four discrete 
frequencies: 125, 200, 465 and 700 kHz.  A bottom mounting frame to house the instrument was custom-
built at HBOI (Figure 2D-15). The instrument was tested in the lab and programmed to match deployment 
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requirements using the vendor software AZFPLink (Figure 2D-16). The instrument was deployed at the 
bottom in the vicinity of the L001 tower on 6/17/21. Divers were used to: (i) appropriately position the 
instrument on the bottom; and (ii) ensure no cables or other REMHFWV�ZHUH�EORFNLQJ�WKH�LQVWUXPHQW¶V�
acoustic path. The instrument was recovered on 7/27/21. Due to rough weather and challenging 
conditions, we were unable to record images or video of the actual instrument deployment. Post-
deployment and recovery, the instrument was shipped back to ASL Environmental Sciences Inc., in late 
August 2021. The deployment was successful and over 20 GB of data was recorded during this period. As 
part of their contract, ASL Environmental Science, Inc., provided a detailed data analysis. 
  
 

 
Figure 2D-15: AZFP main body containing electronics and battery, AZFP multi-frequency 
transducer, capable of recording responses at 4 transducer frequencies (125, 200, 460 and 760 kHz 
respectively), and model of the bottom mounting frame designed to place the instrument at the 
lakebed near L001.  
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Figure 2D-16: A snapshot of the AZFPLink software during instrument programming prior to the 
deployment. 

 

The raw echograms from two time periods (6/20/21 ±6/25/21 and 7/19/21 ± 7/24/21), at all 4 different 
frequency returns are shown in Figures 2D-17 and 2D-18. Please note that returns above ~ 3.5 m are to be 
ignored ± the instrument was operated with a max range of 10 m to allow us some flexibility. Although 
ZH�ZLQG�XS�ZLWK�µH[WUD¶�GDWD��RSHUDWLQJ�ZLWK�D�ORQJHU-than-necessary max range ensures that we see all 
the way to the surface. Strong backscattering signal is represented in red and progressively weaker ones in 
yellow, light and dark blue respectively. The strong red signature just below 4 m represent the lake 
surface. A periodic pattern of high and low scatter is also seen in the water column on many days, 
corresponding roughly to a daily frequency; similar signatures are typically present in representative diel 
migration patterns in the ocean. 
 
The types of scatterers observed in the echograms can be divided into different functional groups based 
on morphological characteristics. M. aeruginosa cells regulate their buoyancy in response to light levels; 
thus, it is possible that colonies would exhibit vertical migration. Such vertically migrating targets are 
visible in the 125 kHz echogram data, appearing as streaks, as shown in Figure 2D-18. Some sample 
echograms with interesting observations across much smaller time intervals are also discussed. For 
example, scattering intensely in the 125 kHz channel are orb-like features that are believed to be 
horizontally moving fish or other suspended biology (Figure 2D-19). Another type of target are strongly 
VFDWWHULQJ�µFOXVWHUV¶�WKDW�DSSHDU�ZLWKLQ���P�RI�WKH�VXUIDFH��DQG�VFDWWHU�VWURQJO\�DW�DOO�IUHTXHQFLHV��RIWHQ�
saturating at the upper end of what the instrument is capable of measuring, as shown in Figure 2D-20. 
This is believed to be bubbles or sediment that have been entrained in the water column. There may also 
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be evidence that these are algae that have collected near the surface during day-light hours, that gradually 
sink down as large clumps at night. 
 

 
Figure 2D-17: Raw echograms from the AZFP data over the time period 6/20/21 ± 6/25/21. 
Echograms returns are from top to bottom panels: (a) 125kHz; (b) 200 kHz; (c) 460 kHz; and (d) 
760 kHz respectively). 

 
Figure 2D-18: Raw echograms from the AZFP data over the time period 7/19/21 ± 7/24/21. 
Echograms returns are from top to bottom panels: (a) 125kHz; (b) 200 kHz; (c) 460 kHz; and (d) 
760 kHz respectively). 
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Figure 2D-19: Echograms for a 4 minute time span (19:49-19:53) on 6/17/21. Example illustrates 
slow and horizontally moving biology (spherical shapes, top) and fast/horizontally moving biology 
(narrow vertical lines that are present only for one or two seconds, bottom). 

 
Figure 2D-20: Echograms for a 4 minute time span (11:13-11:17) on 6/20/21. Example illustrates 
clouds of surface matter that are bubbles entrained by wind mixing or suspended biological matter. 
Also seen are mid-water column streaks which may be fast-moving fish. 
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Further, as part of the processing efforts, a time series of the center of mass (CM) and Nautical Area 
Scattering Coefficient (NASC) were computed as a proxy for organism/particle abundance. NASC is a 
measure of acoustic signal per surface area and indicates the integrated sum of scattering intensity over 
the water column. CM is the weighted mean depth (units of m) of scattering intensity integrated through 
the water column. CM and NASC are calculated for each functional biological scattering group, and for 
each frequency channel. The data were integrated over the full water column, and also split into upper and 
lower layers. The upper layer is integrated over 0 to 1.2 m water depth. The lower layer is integrated from 
1.2 m to the maximum depth of valid data. 
 
For the NASC, the 769 kHz frequency channel had significant noise and was not used for definition of 
functional scattering groups. The noise level in the 769 kHz channel was evident in the mean of the full-
water column NASC for this channel. The CM for the three frequency channels, not contaminated by 
noise, were all within the upper 1 m of the water column, with mean CM of 0.72, 0.75, and 0.99 for the 
125, 200, and 455 kHz channels, respectively. For these three frequencies, the mean NASC of the upper 
half of the water column was found to be between 4 times to 8 times the mean NASC of the lower half of 
the water column. This confirms that the strongest acoustic scatterers were concentrated in the upper half 
of the water column. Future work may improve our ability to discriminate M. aeruginosa, at which time 
these NASC values may be converted to M. aeruginosa biomass. 
 
 

CONCLUSIONS & FUTURE WORK 
 
Over the course of the reporting period, the AUTOHOLO was tested and proved to be feasible for 
plankton measurements in Lake Okeechobee. Over the field deployment at Lake Okeechobee, over 600 
holograms were recorded at multiple stations. Data processing provided abundances for M. aeruginosa, 
copepods, and more generally, small particle distributions. Copepod abundances ranged from 2-11 
individuals/L, albeit with the caveat that the overall actual sampling size was too small to be statistically 
significant. The highest abundances coincided with locations where M. aeruginosa colonies were 
detected. This pilot study shows the value in future long-term deployments of the AUTOHOLO which 
might enable us to better characterize M. aeruginosa abundances, as well as particle and plankton 
community composition at Lake Okeechobee. Our efforts especially highlight the importance of in situ 
high resolution measurements in ensuring measurement of particle/plankton fields in their natural 
environments in an undisturbed manner, thus enabling a more realistic representation of size distributions, 
especially of colonial plankton. 
 
This pilot AZFP study yielded encouraging results. M. aeruginosa-like targets have been identified, 
segmented, and analyzed. It is possible that future studies may yield improved results based off lessons 
learned from the pilot study. Two attempts were made at isolating M. aeruginosa distinct from other 
biological scatterers in the water column. However, it was not possible to separate the different groups 
(vertically migrating streaks versus horizontal moving spheres versus cloud-like material near the surface) 
by relying solely upon acoustical scattering models. This work could be performed manually but would 
be incredibly time consuming and prone to analyst bias and error. It is suspected that this discrimination 
could be accomplished via alternative methods, potentially utilizing morphological and/or behavioral 
information to augment the acoustical scattering model approach. One alternative method that could be 
used is a machine learning based approach for classification. This type of classification method has been 
performed for the classification of herring schools, aggregations of juvenile salmon, and near surface 
bubbles, achieving precision and recall exceeding 90% (Alex Slonimer, personal communication). 
Herring and juvenile salmon have very similar acoustic scattering signatures; they are similar in size, and 
both have swim-bladder organelles that are filled with air. The result is that classification of these species 
via acoustic scattering signature alone is not possible. However, the morphological characteristics of the 
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organisms in echograms are distinct. When this information is used in conjunction with acoustical 
scattering models, classification with a U-Net has been successful. To implement this type of method for 
classification of M. aeruginosa would require the development of a set of approximately 100 hours of 
annotated echogram data. These annotations would be used to train a neural network to recognize the 
different classes of data. In implementation, the network would be capable of classifying echogram data 
at a rate of three seconds per hour of echogram data. This level of classification could enable higher 
resolution analysis of the rising velocity of M. aeruginosa under varying conditions throughout the 
deployment. Individual M. aeruginosa colonies would be identified using a connected component 
analysis, and the rate of ascent could be found for each colony. In summary, while the methodology and 
approach employed seems to be robust, it is deemed necessary for further studies with co-located daily 
sampling events to clearly delineate M. aeruginosa colonies from other similar scattering 
particles/plankton. 
 
The results of these two powerful techniques are being further pursued in continuing Task 10. The 
AUTOHOLO will be deployed seasonally for a period of several days during a hydrodynamic and 
quiescent period to determine to what extent M. aeruginosa may be vertically migrating, e.g. for light 
during the day and nutrients from sediments at night. Discrete cell counts from Task 2B data demonstrate 
that cell counts were not vertically stratified at the time of its routine sampling (~0930 hrs). However, the 
AZFP data demonstrated that vertical migration did not apparently occur until after this time. Therefore, 
discrete sampling cannot rule out vertical stratification/migration, and thus continuous observation is 
necessary. While the AZFP testing and data processing is not yet capable of revealing the exact nature of 
the particles, the AUTOHOLO does have this capability. Therefore, the AUTOHOLO was selected to be 
deployed continuously for Task 10 to unambiguously determine if vertical migration is occurring. New 
Task 9 sampling activities over several 16-hr periods are scheduled to overlap with these deployments to 
provide validation data. Overall, information about vertical migration, and any light, nutrient, or other 
environmental drivers of such, will be critical for informing the mechanistic model of Task 1E.    



3A: Legacy loading 
 
 

100 

TASK 3A: LEGACY LOAD MONITORING (TASK LEAD: BECKLER) 

 
INTRODUCTION 

 
The need to monitor the sediment chemistry is well warranted and recognized in the Blue-Green Algae 
Task Force (BGATF) consensus document, given disproportionate internal versus overall loading 
contributions. Inorganic P fluxes demonstrated from core incubations and core diffusive profiles 
demonstrate that internal loading (i.e. from sediments) is on the same order of external inputs (Fisher et 
al. 2005). Legacy loading from sediments may continue to provide nutrients to fuel blooms long after 
direct, obvious inputs are stopped (e.g. from the Kissimmee River, Fisheating Creek, S191 basin or 
Taylor Creek). Moreover, certain nutrient conditions/dynamics/triggers within the sediments may directly 
promote the emergence of M. aeruginosa cysts and initiate full scale HABs, although this is poorly 
understood. Project activities within this Task refine information regarding of the importance of internal 
loading and elucidate the factors responsible for respective spatial and temporal variations - ultimately 
improving our ability to select, design, and target passive and active mitigation strategies. Specifically, a 
quantitative, spatial, and temporal understanding of sediment biogeochemical inventories, conditions, and 
fluxes is desired for understanding the formation and fate of M. aeruginosa and other HABs. This task is 
therefore focused on quantifying these sediment spatial inventories and speciation of carbon and nutrients 
and their respective benthic fluxes, as well as other analytes such as iron that may be involved in 
regulating these inventories, transformations, and fluxes. Measurements were mostly conventional in 
nature, although one innovative technique that was also employed is voltametric redox analyte profiling 
of sediment cores that provided additional contextual information regarding microbial respiration 
processes and mineral solubilization (i.e. linked to pore water phosphate release) for observed nutrient 
cycling (Meiggs & Taillefert 2011). 
 
Overall, Lake Okeechobee water column total phosphorous and soluble reactive phosphorous (SRP; i.e. 
dissolved phosphate) concentrations have increased over time despite reductions in external loading 
(Figure 3A-1). Long term nitrogen increases (both total dissolved and dissolved inorganic nitrogen) are 
not as evident. Annual cycles are present with both; wintertime highs are followed by summertime 
depletion along with the algae bloom emergence over the spring/summer. However, N in the water 
column is depleted several weeks earlier than P, at least over the last few years (Figure 3A-1) ± likely a 
combination between algal requirements and disparate geochemical processes in sediments. This contrasts 
with the general paradigm in which phosphate limitation (relative to N limitation) is unlikely in the later 
stages of the bloom due to enhanced positive feedbacks in which organic carbon deposition leads to more 
chemically reducing sediment conditions and therefore less phosphate sediment sequestration and greater 
pore water inventories. There also appears to be close connections between sediment resuspension and 
water column nutrients, at least as to the extent that can be inferred from water column turbidities (Figure 
3A-1). Annual averages of water column turbidities closely match those of SRP and DIN, suggesting 
resuspension exerts a dominant control on nutrient concentrations. 
 
Nutrient loading to sediment pore waters (and thus possibly to sediment-localized M. aeruginosa cysts) is 
controlled by either anaerobic degradation and the direct release of organic/inorganic P and N during 
respiration to pore waters followed by diffusive fluxes, the dissolution of sorbent mineral phases (Rozan 
et al. 2002; Peretyazhko and Sposito, 2005) and similar diffusive fluxes, especially when occurring in the 
near-surface sediment layer, and/or the physical resuspension of nutrients within sediment pore waters. 
This task, Task 3A, is not directly focused on the resuspension of particulate nutrients to the water 
column; however, future project phases (e.g. Amendment #3 Task 12) will examine both dissolved and 
particulate nutrient resuspension (Kalnejais et al., 2010, Couceiro et al., 2013). Lake Okeechobee 
sediments are not homogeneous, and sediment diffusive nutrient flux processes are extremely variable 
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and dependent on the sediment composition (Moore et al. 1998). Sediment nutrient solubilization is 
stimulated by increases in temperature, respiration, and water column stratification/hypoxia (i.e. benthic 
oxygen demand). The current body of literature regarding Lake Okeechobee diffusive fluxes 
demonstrates that muddy sediments are greater than those from sand or peat cores, but fluxes from all 
increase drastically under anaerobic conditions, probably due to the anaerobic acceleration of iron mineral 
solubilization. The ability of Lake Okeechobee to retain sediment phosphorous is potentially decreasing 
as mineralogy is altered and surface sites are saturated (proposed in Fisher et al. 2001), as has been 
demonstrated in the northern drainage basin soils (Nair & Graetz 2002). Cumulative eutrophication leads 
to not only nutrient additions, but also enhancements to organic carbon deposition and thus a more 
cumulative chemically reducing environment, which should lead to a decrease in the iron 
(oxy)(hydr)oxide mineral phosphate sorption buffers. While this is difficult to establish over only one 
year of sampling, spatial and seasonally variability could lend insights into this possibility. It is also 
possible that over short timescales (days to weeks), sediment nutrient fluxes can lead additional 
HXWURSKLFDWLRQ�DQG�SRVLWLYH�IHHGEDFNV�LQ�WKH�VHGLPHQW�FKHPLFDO�UHGXFLQJ�³SUHVVXUH´�DQG�WKHUHIRUH�
additional sediment fluxes.  
 
On the contrary, a long term increases in P-rich mud has occurred, primarily localized over nearly 50% of 
the lake floor surface in the deeper, pelagic areas. Comparing sediment layers corresponding to prior to 
the main anthropogenic basin modifications in the early 1900s until near the turn of the century, the 
sediment TP concentrations have dramatically increased (Brezonik & Engstrom, 1998). Most of this 
accumulation, however, is in the form of organic and non-apatitic inorganic P (NAI-P). The former is 
expected to be remineralized to inorganic phosphate (organic-P to phosphate) and to subsequently 
become associated with iron either as Fe-P or Fe oxide minerals. The latter NAI-P is probably much of 
this new inorganic phosphorous now bound to iron oxides that is susceptible to redox-mediated release 
processes over seasonal time scales. We hypothesize that microbial iron reduction is the dominant 
respiratory process in the muddy lake sediments that have been the subject of most concern. Microbial 
iron reduction results in the dissolution of iron oxides to form reduced Fe(II) (either dissolved in pore 
waters or re-adsorbed onto other iron oxides), and should thus compete with phosphate for iron oxide 
adsorption sites. Near the sediment surface or during resuspension events, the Fe(II) can reoxidize and 
reprecipitate as Fe(III) hydroxides, thus regenerating the overall P retention capabilities. We may expect 
to see signatures of this process during resuspension, but we should also consider that the form of Fe(II), 
including organic complexation with chemically reduced organic ligands, could stabilize the Fe(II) and 
limit the reoxidation and thus reprecipitation. 
 
There does not appear to be drastic increases in sediment solid phase N, at least between the years of 1988 
and 1998 (Fisher et al. 2009). This suggests that the nitrogen is efficiently removed by denitrification, or 
some other transformation, or is flushed out of the lake either in dissolved or particulate form (unlike 
phosphate which has a high tendency to adsorb onto iron oxides). However, despite not seeing an increase 
in solid phase TN, pore water ammonium N did increase between 1988 and 1998. More cumulatively 
reducing conditions may promote N retention by limiting annamox or coupled nitrificiation-
denitrification (i.e. less oxidants such as nitrate or O2), or by promoting the dissimilatory nitrate reduction 
to ammonium in lieu of canonical denitrification to N2. However, we also hypothesize a newly discovered 
N removal process may also be limited by any decreases in iron oxide inventories, specifically the iron-
mediated oxidation of ammonium, i.e. Feammox: 
 

8Fe(OH)3 + NH4
+ + 14H+ Æ 8Fe2+ + 21H2O + NO3

-     Eq. 3A-1 
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Figure 3A-1: Top: Data from the SFWMD demonstrated the long term trends in SRP and NO3
-

+NO2
- in the northern lake mud/sand bottom site receiving Kissimmee River inflows (site L001) and 

the eastern mud-bottom area (site L004); Center: Time series from 3-years demonstrating the 
seasonal patterns in nutrient depletion, specifically the depletion of NO3

-+NO2
- prior to SRP; 

Bottom: The lake average turbidities vs. dissolved and particulate nutrients suggest that sediment 
resuspension is a strong control on nutrient inventories. All data is from the SFWMD DBHydro 
database, while the bottom figure was presented by Sean Sculley at a Blue Green Algal Task Force 
meeting in 2021. 

  



3A: Legacy loading 
 
 

103 

Feammox accounts for a significant portion of nitrogen removal in Lake Taihu (Yao et al. 2019), a highly 
eutrophic and HAB-impacted lake in China, and there is no reason to expect it is not important in Lake 
Okeechobee sediments, which are even more rich in iron oxides. While Task 3A does not specifically 
evaluate Feammox, we hypothesize that it is ongoing and is the subject of future planned work (i.e. 
Amendment #3 Task 11). Once remobilized from sediments, ammonium is highly bioavailable for M. 
aeruginosa and appears to be short lived, either being uptaken rapidly or nitrified to form NO3

- which is 
the dominant form of DIN in the lake, except in confined areas such as the Pahokee Marina which are 
theoretically less oxygenated. This competition between M. aeruginosa and nitrifying microbes is 
similarly not explicitly evaluated as part of Task 3A, but will also be considered in Task 11.  
 
Overall, spatial and temporal measurements of the following components/processes are necessary to 
improve our fundamental understanding of their relation to HABs, develop quantitative maps and track 
changes in trends, predict the likelihood of sediment fluxes, and emergence models for HABs (and 
toxins). This task focused on monitoring the following parameters: 

Ɣ Sedimentary distributions of solid phase precursors to dissolved nutrients, including a) 
Organic carbon, nitrogen, and phosphorous particulates, and b) Mineral adsorbent phases and 
their current phosphorus saturation level, e.g. iron oxides 

Ɣ Sediment porewater dissolved components and fluxes, including a) Porewater content of 
dissolved organic and/or inorganic C, N, and P; b) redox parameters such as iron speciation 
and partitioning; and c) Fluxes of this dissolved material 

Ɣ Dominant sediment respiration pathways, i.e. aerobic vs. anaerobic respiration processes 
(while this was originally planned as Task 3B, the data is more logically presented as part of 
this task) 

 
Data is first presented for the most comprehensively monitored site, L001, with a focus on unraveling the 
dominant biogeochemical processes and controls and showcasing the applied methods, and then other 
sites are examined to reveal spatial variability and lake-wide correlations. 
 
 

 METHODS 
 
Study sites and overall approach: Sediment cores were collected between 12/17/20 and 10/27/21. Sites 
were visited by project staff and by divers, depending on the scheduled activities. Sites comprised a range 
of lake locations and bottom types, with sampling conducted semi-monthly to biweekly, depending on the 
site and the time of year. The original sites included L005 and L006, but after visiting the sites and 
reevaluating the ultimately project goals, it was decided to focus only on the mud-bottom sites L001, 
LZ40, and L004, but at a greater frequency (Figure 3A-2 and Table 3A-1). The Pahokee Marina sites 
were added via Amendment #1 in concert with SFWMD and FDEP, shortly after the intense 2021 
summertime bloom. Cores underwent processing for sediment solid phase and pore water analyses, and 
electrochemical profiling (Hg/Au voltammetry) was routinely conduct at Sites L001 and once at PHKM 
(although electrochemical profiling was formally planned to be performed in situ by the benthic lander 
under Task 3B). The inventory of collections and analyses is presented in Table 3A-2. 
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Figure 3A-2: Project site map, including bottom type information (see bottom type key visible to 
the southeast of Lake), as well routine State of Florida monitoring activities. The Project site 
locations have been selected collocated with existing South Florida Water Management District 
sampling sites. Site names are directly on the map, except for Pahokee Marina inside (PHKM) and 
Pahokee Marina outside (PHKO) which are both in the blue box. 

 

Table 3A-1: Coordinates for the sampled sites 

SiteSite Name / bottom type Lat (ddmmss.sss) Long (ddmmss.sss) 
North/L001 ± mud/sand 270820.01 804736.23 

West/L005 - sand 265724.22 805820.58 
South/L006 ± mud overlying clay 264921.21 804658.21 

Central/LZ40 ± mud 265406.53 804720.40 
East/L004 ± mud 265839.66 804234.49 

Pahokee Marina (inside seawall) 264932.46 804042.54 
Pahokee Marina (outside seawall) 264944.40 803947.94 

 
 
Table 3A-2: Inventory of collected sediment cores and respective measurements. 

Collection Date  Site  Method  Core 
diameter  Sectioned?  E-chem profile?  Solid phase  

Surface 
& Bottom 

water  

Pore 
water  

12/17/20 L001 Diver  2"  yes  yes yes  yes  yes  

12/17/20 L005 Diver  �´ yes  no  yes  yes  no 

12/17/20 L005 Diver  2"  yes no  yes  yes  yes  

12/17/20 LZ40 Diver �´ yes no yes yes yes 
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2/26/2021  L001 Diver  3" & 2"  yes (2")  yes (Core B)  yes  yes  yes  

2/26/2021  L005 Diver  3" & 2"  yes (2")  no  yes  yes  yes  

2/26/2021  L006 Diver  3" & 2"  no  no  no  yes  yes  

2/26/2021  LZ40 Diver  3" & 2"  yes (2")  no  yes  yes  yes  

2/26/2021  L004 Diver  3" & 2"  yes (2")  no  yes  yes  yes  

3/25/2021  L001 Mud dart  2"  yes  yes (Core A)  yes  yes  yes  

3/25/2021  L006 Mud dart  2"  yes  no  yes  yes  yes  
3/25/2021  L004 Mud dart  2"  yes   no  yes  yes  yes  

4/29/2021 L001 Mud dart  2" yes (Core B) yes (Core A)  yes  yes  yes  

4/29/2021 LZ40 Mud dart  2" yes (Core A) no yes  yes  yes  
4/29/2021 L004 Mud dart  2" yes (Core A) no yes  yes  yes  
5/27/2021 L001 Diver  3" & 2" yes (Core A & B) yes (Core B)  yes  yes  yes  

5/27/2021 LZ40 Diver  3" & 2" yes (Core B) no  yes  yes  yes  

5/27/2021 L004 Diver  3" & 2" yes (Core B) no  yes  yes  yes  
6/17/2021 L001 Diver  3" & 2" yes (Core B) no  yes  yes  yes  
6/17/2021 LZ40 Diver  3" & 2" yes (Core B) no  yes  yes  yes  
6/17/2021 L004 Diver  3" & 2" yes (Core B) no  yes  yes  yes  
6/17/2021 PHKM Diver  3" yes no  yes  yes  yes  
7/13/2021 L001 Mud dart  2" yes (Core A & B) yes (Core C) yes  yes  yes  
7/28/2021 L001 Diver  3" yes (Core A) Yes (Core A & B) yes  yes  yes  
7/28/2021 L004 Diver  3" yes (Core A) no yes  yes  yes  
7/28/2021 LZ40 Diver  3" yes (Core A) no yes  yes  yes  
7/28/2021 PHKM Diver  3" yes  no  yes  no yes  
8/10/2021 L001 Mud dart  2" yes (Core B) yes (Core A)  yes  yes  yes  
8/10/2021 L004  Mud dart  2" yes  no  yes  yes  yes  
8/10/2021 LZ40  Mud dart  2" yes no  yes  yes  yes  
8/25/2021 L001  Diver  3" yes (CORE B) yes (Core A) yes  yes  yes  
8/25/2021 L004 Diver  3" yes no  yes  yes  yes  
8/25/2021 LZ40 Diver  3" yes no  yes  yes  yes  

8/25/2021 PHKM Diver  3" yes (Core A) yes (Core B)  yes  yes  yes  

8/25/2021 PHKO Diver  3" yes no  yes  yes  yes  

9/15/2021 L001 Diver  3" yes (Core B) yes (Core A) yes  yes  yes  

9/15/2021 L004 Diver  3" yes no  yes  yes  yes  

9/15/2021 LZ40 Diver  3" yes no  yes  yes  yes  

9/15/2021 PHKM Diver  3" yes no  yes  yes  yes  

9/15/2021 PHKO Diver  3" yes no  yes  yes  yes  

9/29/2021 L001  Mud dart  2" yes (Core B) yes (Core A) yes  yes  yes  

9/29/2021 L004  Mud dart  2" yes no  yes  yes  yes  

9/29/2021 LZ40  Mud dart  2" yes no  yes  yes  yes  
10/27/21 L001 Diver �´ yes Yes (Core A) yes yes yes 
10/27/21 L004 Diver �´ yes no yes yes yes 
10/27/21 PHKM Diver �´ yes no yes yes yes 

10/27/21 PHKO Diver �´ yes no yes yes yes 
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Sediment core and water column sample processing and analyses: All analyses are detailed in the project 
QAPP but are briefly described here. Upon return to FAU Harbor Branch or in a mobile processing 
laboratory, the cores underwent processing in an anoxic (N2) glove bag. Overlying water was siphoned, 
and sediments were vertical sectioned into 0.5 to 1.5 cm increments (targeting 9 cm total depth but 
occasionally collected cores were shorter). A small sample of wet sediments were added to a pre-weighed 
1.5 mL falcon tube (PP) for porosity, and a second sample was added to 15 mL falcon tubes that were 
filled with 10 mL of 0.5M HCl and pre-weighed (for total Fe(II) measurement). The remaining bulk 
sediments were centrifuged (3,000 RPM) for between 10 and 30 minutes, depending on the amount of 
pore water extracted, decanted via pouring into the back of a 10 mL syringe, and plunged through a 0.2 
ȝP�ILOWHU��3(6��LQWR����P/�IDOFRQ�WXEHV��33���2YHUO\LQJ�ZDWHUV�ZHUH�DOVR�ILOWHUHG�VLPLODUO\��'LVVROYHG�
iron(II) (Fe(II)d) was measured spectrophotometrically using the Ferrozine method (Stookey, 1970) 
immediately upon filtration in the glove bag. Total dissolved iron (Fed) was measured in separate aliquots 
by reducing pore waters in 100 mM hydroxylamine and 50 mM HCl prior to addition of Ferrozine, and 
dissolved iron(III) (Fe(III)d) was quantified by the difference of Fed and Fe(II)d (Viollier et al., 2000). 
7KLV�WHFKQLTXH�VKRXOG�TXDQWLI\�ERWK�WKH�WUXO\�VROXEOH��������ȝP��DQG�FROORLGDO�)H�,,,�������± ����ȝP��
(Beckler et a. 2015). Water samples were frozen prior to analyses of other nutrients. Immediately upon 
defrosting, samples were analyzed on a SEAL discrete autoanalyzer for soluble reactive phosphate (SRP) 
via the molybdate technique and for NO3

-+NO2
- via the cadmium reduction method and subsequent 

sulfanilamide/NEDD azo reaction (Strickland and Parsons 1972). For SRP, a blank sample was analyzed 
immediately prior to the actual analytical sample, and the results of the blank were subtracted from each 
analytical sample. Specifically, this blank did not contain ascorbic acid and therefore should not produce 
a color proportional to the SRP concentration. However, the blank does typically produce a slight color 
change due to reaction with dissolved silica and is therefore used to correct the measured SRP 
concentration for background absorbance due to silica. This correction can be a significant in sediments, 
and sometimes reduces the incorrect SRP concentration by up to 30%. Ammonium (NH4

+) was measured 
via the salicylate-indophenol blue method (Bower and Holm-Hansen 1980). Sample aliquots for 
Dissolved organic carbon (DOC) and total dissolved nitrogen (TDN) analyses were added to 24 mL vials, 
diluted to 15 mL with deionized water, and analyzed via a Shimadzu TOC-L with autosampler and total 
nitrogen module. Organic N was determined by subtracting NH4

+ and NO3
-+NO2

- from TDN. 
 
The porosity samples were weighed again and then dried at 60ᄶC for 72 hours for dry weight 
determination.  The total Fe(II) samples were weighed again and allowed to extract overnight prior to 
analyses of the supernatant via the Ferrozine Fe(II) analytical technique, and extracted Fe(II) 
FRQFHQWUDWLRQV�ZHUH�QRUPDOL]HG�WR�WKH�VHGLPHQW�GU\�ZHLJKW��L�H��ȝPRO�JUDP-1 dry weight). The centrifuged 
sediments were frozen for later analyses. Analyses included 24-hr ascorbic acid extractions of iron 
hydroxides (Fe(OH)3), with measurement of liberated Fe(II) via the ferrozine technique to extract mainly 
the most amorphous, reducible, and biologically labile iron hydroxide and oxyhydroxide minerals (e.g. 
ferrihydrite and lepidocrocite) (Kostka and Luther 1994). Liberated soluble reactive phosphorous (SRP) 
was also analyzed in extracts via the molybdate technique. Both the Fe and P were normalized to dry 
sediment weight, which itself was determined by a second pre/post sample weight difference after 72 
hours of oven drying at 60ᄶ&��7RWDO�SKRVSKRURXV��6HG3��ZDV�GHWHUPLQHG�YLD�D����ᄶ&�EXUQ�IROORZHG�E\�
acidification with 1 M HCl and subsequent analyses via the molybdate technique. Non-Fe bound P was 
determined by subtracting the ascorbic acid extractable P from the total SedP. Loss-on-ignition (LOI) was 
determined via combustion at 550ᄶC and again at 950ᄶC to determine the organic weight and carbonate 
content. Total sediment carbon and nitrogen (SedC and SedN) were determined on dry samples via a 
Thermo Scientific FlashSmart Elemental analyzer. 
 
Water column nutrient analyses was not specified as a task in the Scope of Work. However, we include 
this data in certain analyses (e.g. Figure 3A-16) as it provides a context for data interpretation. These 
measurements were not NELAC compliant are therefore only for research purposes.  
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Sediment core electrochemical profiling: O2(aq), Mn(II), Fe(II), �+2S (=H2S + HS- + S(0) + Sx
2-)(Brendel 

and Luther, 1995), soluble organic±Fe(III) complexes, (Fe(III)volt, Taillefert et al., 2000), and FeS(aq) 
(Theberge and Luther, 1997) were measured using solid-state mercury/gold (Hg/Au) voltametric 
microelectrodes designed for profiling sediment cores. Au/Hg voltammetric microelectrodes were 
constructed as previously reported (Luther et al., 2008) and used as part of a 3-electrode system 
(including Ag/AgCl reference and Pt counter electrodes) with a DLK-70 potentiostat (Analytical 
Instrument Systems, Inc.). Sediment cores were placed under an automated microprofiler, the electrode 
was inserted into the microprofiler manifold so that the electrode tip extended downwards into the core 
RYHUO\LQJ�ZDWHU��DQG�D�����´�2'�S+�electrode (Microelectrodes, Inc) was affixed with electrical tape to 
the Au/Hg voltametric electrode so that they would both be monitoring the same depth simultaneously. 
Over the course of a few hours, electrodes were continuously lowered in small increments (0.2 to 4 mm) 
depending on the observed gradients of analytes of interest; the sediment/water interface was profiled the 
most carefully. A sequence of scans were operated at each depth with the sequence adjusted depending on 
observations. 
 
Unlike Fe(III)d determined using the Ferrozine technique, Fe(III)volt measured voltammetrically should 
only represent truly soluble Fe(III) (less than a few nm) (Buffle and Horvai, 2000; Taillefert et al., 2000). 
However, laboratory testing demonstrates that Fe(II) phosphate complexes may also generate an electrode 
response, although this has not been rigidly evaluated (Beckler, unpublished).  O2(aq) was quantified by 
linear sweep voltammetry (LSV), whereas Fe(III)volt��)H�,,���0Q�,,����+2S, and FeS(aq) were detected by 
square-wave voltammetry (SWV), between -0.1 and -1.75 V at a scan rate of 200 mV/s after a 
conditioning step of 10 s at -0.1 V when Fe(III)volt DQG��+2S were not detected (Brendel and Luther, 
1995). If these compounds were detected, an initial conditioning step of 10 s at -0.9 V was added to this 
procedure to clean the electrode surface between subsequent analyses (Taillefert et al., 2000). 
Voltammograms were integrated using the semi-automated VOLTINT software package (Bristow and 
Taillefert, 2008). Electrodes were calibrated with Mn2+��DQG�FRQFHQWUDWLRQV�RI�)H�,,��DQG��+2S 
determined with the pilot ion method (Brendel and Luther, 1995; Luther et al., 2008). As their exact 
chemical composition is unknown, Fe(III)volt and FeS(aq) could not be quantified (Theberge and Luther, 
1997; Taillefert et al., 2000). To compare their curUHQW�LQWHQVLWLHV�LQ�GLIIHUHQW�VDPSOHV��HDFK�HOHFWURGH¶V�
sensitivity to Mn(II) was normalized to a typical value (0.12 nA uM-1 Mn(II)), and this ratio was used to 
adjust their current response. 
 
Flux determination: Diffusive Oxygen Uptake (DOU) was determined from the electrochemical profiles 
XVLQJ�)LFN¶V�)LUVW�/DZ�IRU�SRURXV�PHGLD� 

ைܨ ൌ െȰܦ ൬
ܥߜ
ܼߜ

൰ 
where FDOU is the flux (mmol m-2 day-1���ĭ�LV�VHGLPHQW�SRURVLW\��DQG�'0 is the molecular diffusion 
coefficient of solutes in water (cm2 s-1), and dC/dZ is the O2 gradient across the sediment water interface 
(Boudreau 1997). Fluxes for other pore water analytes were determined similarly but using the near 
surface concentration gradient, always excluding the overlying water data point, always including the 
shallowest sediment data point, and then extending downward over the apparent linear range, although 
never below 2 cm (i.e. typically the 2.5, 7.5, and 1.5 cm datapoints). 
 
 

ACTIVITIES SCHEDULED vs. COMPLETED 
 

A total of 47 cores were collected for solid phase and pore water analyses over the project period, 
compared to an expected 33. (Sampling was expected monthly for Feb, Mar, Apr and biweekly for May-
Oct). The expected cores to be analyzed were monthly at L001 and L004, and all sampling events for 
L001. While we did not meet the required sampling frequency of core sampling missing a total of five 



3A: Legacy loading 
 
 

108 

scheduled cores, we did compensate for this by collecting 13 profiles at other dates or sites not formally 
scheduled. An additional nine cores from L001 and one additional core from Pahokee Marina were also 
collected and profiled electrochemically, compared to nine formally scheduled as part of Task 3B.  
 
All planned analyses of cores was completed except for total dissolved phosphorous (and thus dissolved 
organic P), and Total sediment C and N for Pahokee cores only (this data will be finished by 6/30/21). We 
were unable to derive an efficient method for its measurement after accounting for the pore water 
YROXPHV�RI�RWKHU�DQDO\WHV��7\SLFDOO\��ZLWK��´�FRUHV�ZH�DUH�OLPited to 10-20 mL of pore waters for 1 cm 
tall depth increments, depending on porosity. We have a high degree of confidence in all other data 
except for total dissolved nitrogen, and thus dissolved organic N, which sometimes returned negative 
values. Because ammonium concentrations are typically very high relative to the organic fraction, we are 
subtracting a large number from another large number, and the errors can be significant after accounting 
for a dilution factor sometimes as high as 20x (required to work with small volumes). We have since 
learned of a new technique for analyzing pore waters in these cases (Burdige and Zheng 1998), although 
it requires substantially more time and effort as the sample must be individually basified and sparged 
prior to TDN analyses to remove the volatile ammonium (at high pH). We plan to implement these 
changes for future phase of the project. For the results to date, we present the organic-N values as 
measured but with zero values displayed when a negative concentration was determined by difference, 
but we caution their use for decision making and these suspect values are flagged in the database (Task 
1C). Results from water column and benthic chamber analyses of TDN/org-N/NH4

+ are reasonable in the 
context of historical lake measurements, suggesting this is only a pore water related problem. 
 
Table 3A-3: Scheduled vs collected cores, with indications of those actually scheduled and sampled 
(X), scheduled but not sampled (O), or additional cores not formally part of the scope of work (A). 
Electrochemical profiling activities are also indicated (E). 

Month 
(period) 

L001 LZ40 L004 PHKM PHKO Other cores or 
notes 

Dec 
(2020) 

A (E) A    L5, L5 

Feb X X X   L5, L6 
March X (E) O X   L6 
April X (E) X X    
May (1) O     Water samples only 
May (2) X (E) X X    
June (1) O     Water samples only 
June (2) X (E) X X A   
July (1) X (E)      
July (2) X X X A   
Aug (1) X (E) A A    
Aug (2) X (E) X X X (E) X  
Sep (1) X (E) A A X X  
Sep (2) X (E) X X    
Oct (1) O     Water samples only 
Oct (1) X (E) O X X X  
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RESULTS & DISCUSSION 
 
Site L001 sediment profile data: The data is first presented as a time series of each individual vertical 
section (Figure 3A-3). Sediment profiles of solid phase and pore water concentrations resulting from the 
sectioning are presented in Figure 3A-4. Vertical discrimination is important for understanding 
geochemical processes and future diagenetic modeling. Fe(II)d profiles are generally non-uniform as a 
function of depth, with concentration gradients occasionally rapidly increasing immediately below the 
sediment-water interface (e.g. 3/25/21), and at other times increasing deeper (e.g. 5/27/21 and 6/15/21), 
and with one instance (9/15/21) illustrating the entire surface 9 cm sediment column is dominated by its 
accumulation. These patterns could be caused by periods of intense respiration or low removal in the late 
spring and fall, or periods of more resuspension and thus reoxidation in the winter/early spring and during 
summer storms. Surprisingly, Fe(III)d on the other hand remained very low to the point that it was no 
longer measured (i.e. measured through 7/13/21) and these measurements were instead substituted for 
total solid phase Fe(II) measurement, which capture a true measure of the overall amount of iron 
reduction having occurred in the sediments (whereas dissolved Fe(II)d is only a fraction due to its 
adsorption onto solid minerals). In previously studies of organic rich environments such as blackwater 
river estuaries (Beckler et al. 2015) or even in the upper Caloosahatchee Estuary (Beckler, unpublished), 
Fe(III)d comprised the majority of the total dissolved iron inventory, suggesting that it is either not 
generated in significant quantities in the lake or is rapidly consumed. However, this substitution was 
potentially short sighted due to the unanticipated increase in pore water dissolved Fe(II)d  in late summer, 
which may have resulted in considerable Fe(III)d production. Solid phase ascorbic-acid extractable 
reactive iron (i.e. Fe(OH)3) was typically greatest in surface sediments and was progressively observed in 
lesser concentrations with depth, suggesting it is either freshly deposited or regenerated via oxidation in 
near-surface sediments, or cumulatively removed as a function of depth due to microbial iron respiration 
processes.  
 
SRP in pore waters is low in the winter and increases in the spring, consistent with a pulse in respiration 
as the environment warms; however, removal is evident over the mid-summer period consistent with 
resuspension events (see electrochemical profile data below). By late summer, concentrations increased 
once again probably due to an increase as iron respiration intensifies and it is again released to pore 
waters. Total sediment phosphorous increases as the temperature warms, although the near-surface 
concentrations (0 ± 3 cm) show more uniformity seasonally. However, the relative fraction bound to Fe 
hydroxides is much more variable, showing increases over the summer, perhaps reflecting the 
solubilization of organic-P and the subsequent incorporation into poorly crystalline Fe mineral phases. 
Pore water DOC exhibits a peak in near surface sediments on several sampling events, although 
concentrations remain low throughout most cores except for a few exceptions, which typically occurred in 
the winter and spring (2/26/21 and 4/29/21). DOC concentrations also appear to be low over the summer 
when iron hydroxides were at their highest levels, potentially due to iron-mineral associations. Total 
sediment carbon and nitrogen typically covaried and were generally elevated in near-surface sediments in 
the winter and spring but appeared more uniformly vertically distributed over the summer and early fall, 
reflecting enhance fresh deposition and vertical redistribution beginning in June. Some of this variability 
was explained by porosity, with lower porosities also reflecting lower total C and N. Ammonium profiles 
were more typical with respect to a diagenetic profile, with concentrations low at the surface and 
progressive increases with depth. Surprisingly, NH4

+ peaked in the spring probably due to a pulse in 
respiration, but decreased with the progression of summertime, despite presumably stronger respiration. 
Overall, the patterns when comparing NH4

+ vs. SRP suggest that the P is much more subject to mineral 
associations and is more sensitive to redox transformations. Finally nitrate (and nitrite) were extremely 
low compared to ammonium, reflecting the poor permeability and high respiration rates occurring in these 
sediments, i.e. oxygen penetration is minimal and any nitrate that would be formed is likely rapidly 
consumed via denitrification. 
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Site L001 electrochemical profiles: The sediment core Hg/Au voltametric profiles are plotted with all 
analytes for a single month presented in a single panel, as the true value in this technique is comparing the 
fine-scale vertical patterns between the various measured analytes (Figure 3A-4). Dissolved O2 was never 
detected below 2mm in sediments, reflecting the impermeability, intense respiration, and considerable 
R[\JHQ�GHPDQG�RI�UHGXFHG�VSHFLHV�LQ�WKHVH�RUJDQLF�ULFK�PXGV��+RZHYHU��LW�LV�GLIILFXOW�WR�WUXO\�³YLVXDOL]H´�
the sediment water interface in the relatively turbid overlying waters. Regardless, this does not affect the 
IOX[HV�FDOFXODWHG��VHH�³'LIIXVLYH�IOX[�GHWHUPLQDWLRQ´�VHFWLRQ�EHORZ���ZKLFK�RQO\�XVH�WKH�PD[LPXP�22 
gradient across the sediment-water interface. Dissolved Fe analytes do appear to dominate most of the 
depth interval over which the measurements were conducted, providing strong evidence of the importance 
of microbial iron reduction in Lake Okeechobee mud sediments and highlighting the need to understand 
the dynamics regarding associated nutrient cycling. Active iron biogeochemical cycling (i.e. evidenced by 
either dissolved Fe(II) or organic-Fe(III)) does appear to intensify and approach closer to the surface with 
the onset of the summer, consistent with the pore water profile data (Figure 3A-3).  
 
On the other hand, hydrogen sulfide (or an organic sulfur analyte associated with Fe reduction; see 
discussion of Task 3C��ZDV�GHWHFWHG�LQ�WKH�VSULQJ�DQG�HDUO\�VXPPHU��DW�D�WLPH�ZKHQ��SXOVHV�RI��³IUHVK´�
organic material may stimulate respiration with such an intensity that both iron and sulfate reduction can 
cooccur; however, sulfate concentrations are obviously limited in the lake environment compare to the 
PDULQH�HQYLURQPHQW��VR�FRQFHQWUDWLRQV�QHYHU�H[FHHG�D�IHZ�WHQV�RI�ȝ0��6WLOO��WKH�UHODWLYH�UROH�RI�WKHVH�WZR�
pathways have implications for nutrient cycling, with sulfate reduction probably causing more enhanced 
nutrient release due to the subsequent sulfidization of iron oxides and thus a depressed P-sequestration 
capacity. While no Fe(III)d was detected in pore water measurements (Figure 3A-3), the detection of 
significant quantities of organic-Fe(III) in the voltametric profiles suggests either: 1) The dissolved 
Fe(III) is electrochemically labile but not labile for reaction with the Ferrozine reagent; or 2) The 
dissolved Fe(III) is essentially an artifact caused by the oxidation of organic-Fe(II) or Fe(II)-phosphate 
complexes at the electrode surface, the latter a phenomenon that we have preliminary evidence for, but 
may theoretically be possible. The implications are the same however, in that either electrochemical 
³SHDN´�LQGLFDWHV�GLVVROYHG�)H�DQG�WKXV�DFWLYH�)H�F\FOLQJ��+RZHYHU��ZH�PXVW�KHHG�FDXWLRQ��WKH�
concentrations of dissolved Fe(II) derived from the electrochemical profiles do not appear to be 
quantitative, as they are up to an order of magnitude greater than those from pore water sectioning. From 
the opposite perspective, the pore water sectioning and centrifugation may also artifactually remove iron 
from the system. Therefore, while the pore water sectioning Fe(II)d is a better candidate for routine 
mapping/monitoring because it is more quantitative and able to be measured by more research groups, the 
voltametric data is instead only qualitative (at least for Fe(II)) but is more powerful for resolving the 
vertical zonation of the various respiration processes. 
 
In all cores, there is a vertical gap of 0.2 to 3.8 cm between the detected O2 and the next detected analyte, 
either dissolved Fe(II) or organic-Fe(III); excepting the profile from 8/10/21 in which there was no other 
analytes detected. This gap probably comprises the zone in which some other anaerobic respiratory 
process dominates, most likely denitrification, albeit very low nitrite is detected in pore waters (Figure 
3A-3; measured as the sum NO3

-+NO2
-); however, the Hg/Au voltametric technique is not capable of 

measuring any N redox analytes. Another possibility is that iron cycling is active but the detection limits 
of the technique are not low enough to detected any dissolved Fe near the surface. Regardless, we plotted 
WKH�³'LVVROYHG�)H�ILUVW�GHWHFW�GHSWK´�VHDVRQDOO\��)LJXUH��$-5). Dissolved Fe is detected only deeper in the 
winter, but this detection depth approaches the surface through mid-summer. However, in mid-July, the 
depth move drastically lower until 8/10/21 when no iron was even detected; later in August dissolved iron 
is once again detected and again approaches the surface. We suspect this is related to resuspension events 
during the mid to late summer, which result in the reoxidation of the surface sediment layer, the 
regeneration of iron hydroxides, and thus either the direct removal of dissolved Fe or its removal via 
adsorption onto newly formed iron hydroxides. Indeed, the decrease in the pH in the surface sediment 
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layers 7/28/21 and 8/25/21 support this hypothesis, as the oxidation of Fe(II) indeed is expected to 
decrease the pH (Figure 3A-4). Additionally, dissolved O2 fluxes directed into sediments (Figure 3A-5), 
i.e. the diffusive oxygen uptake (DOU) calculated from the O2 flux gradient across the sediment-water 
interface for the voltametric profiles in Figure 3A-4, increase rapidly during the period. While this could 
also be caused by overall organic-deposition or temperature enhanced sediment remineralization rates, the 
stark decline in benthic water column SRP that begins on 7/28/21± despite still having significant 
sediment pore water diffusive SRP flux (at least calculated from sediment pore water profiles; see the 
³6HGLPHQW�'LIIXVLYH�)OX[HV´�VHFWLRQ�EHORZ��± may indicate that the regeneration of a surface iron 
K\GUR[LGH�OD\HU�LV�DFWXDOO\�SUHYHQWLQJ�WKLV�³DSSDUHQW´�653�IOX[ from leaving the sediments to the water 
FROXPQ��SRWHQWLDOO\�GHPRQVWUDWLQJ�WKDW�WKH�VWRUPV�VHUYH�DV�D�³UHGR[�VZLWFK´�WR�OLPLW�WKH�WUXH�3�IOX[��0RUH�
quiescent conditions after 8/10/21 then allows the gradual reestablishment of iron reducing conditions; 
accordingly, the pH steadily increases in the surface sediments. Overall, these exciting results may 
provide insights into the biogeochemical controls of phosphate dynamics that are unattainable from 
conventional pore water separation techniques due to the inherent homogenization and relatively poor 
depth resolution, especially near the critical surface layer. These dynamics are critical for informing 
mitigation activities such as dredging, sediment capping, or aeration. These conventional pore water 
separation techniques are still important for routine inventory mapping and probably ammonium flux 
determination as well.



3A: Legacy loading 
 
 

112 

 
Figure 3A-3: Sediment core profiles from the most comprehensively monitored site, L001.  
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Figure 3A-4: 
Sediment core 
electrochemical 
depth profiles. 
Dissolved O2 fluxes 
across the 
sediment-water 
interface were used 
to calculated 
Diffusive Oxygen 
Uptake (DOU). Fe 
reduction 
(evidenced by 
dissolved Fe2+ and 
organic-Fe(III) 
demonstrates 
increasing intensity 
until 7/28/21, when 
a storm event 
potentially causes 
reoxidation of the 
surface Fe oxygen 
layer and removal 
of the dissolved Fe 
via oxidation, also 
evidenced by a low 
pH in this zone. It 
gradually returns 
beginning after 
8/10/21 with the 
onset of highly Fe-
reducing 
conditions. 
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Figure 3A-5: Diffusive Oxygen Uptake (DOU) calculated from voltammetric profiles (stars), as well 
as the total Benthic Oxygen Demand (BOD) from the Task 3B dark and light benthic chamber 
incubations. Colors represent the ambient bottom water M. aeruginosa. The DOU demonstrated 
enhanced O2 consumption is evidenced by at least 7/13/21 but declines by 9/16. We suspect this is 
caused at least partially by storm-induced sediment reoxidation. The BOD on the other hand, is 
more often of larger magnitude because it includes bottom water respiration processes. The 
presence of M. aeruginosa limits the BOD- perhaps due to photosynthetic benthic O2 production, 
but cell presence has a limited effect on the DOU. 

 

Integrated L001 pore water profile and electrochemical iron onset depths: The full annual time series data 
in Figure 3A-6 provide tremendous new insights into the seasonal cycling of the sediment geochemical 
conditions at site L001 for nearly a full year (Dec. 2020 thru Oct. 2021). This time series data can help 
explain water column nutrients, and thus HAB trends, as observed by more routine conventional 
monitoring activities. First, SRP generally demonstrates an increase from winter to a maximum in June, 
but then a sudden decrease by late July (unfortunately an analytical issue prevented SRP determination 
for the 7/13 sample event) and a relative minimum on the 8/10/21 sampling event, coinciding with the 
apparent sediment reoxygenation event (i.e. evidenced in Figure 3A-4). Concentrations steadily rebuild 
until 9/15/21 but then decline again 10/27/21, consistent with more typical winter time conditions 
observed in December of 2020.  While the expected buildup in SRP over the spring/early summer are 
expected as respiration increases, the precipitous decline after June may be indicative of mineral-mediated 
P sequestration processes (Figure 3A-7). As discussed in the previous section, the proposed reoxidation of 
Fe minerals as evidenced by the deepening of the dissolved Fe detection depth, the lower pH, and the 
enhanced sediment DOU could explain the decrease in pore water SRP inventories due to scavenging in 
pore waters. Although not formally part of this project, water column SRP were measured and similarly 
show a stark decline between 7/28/21 and 8/10/21 (referenced below and illustrated in Figures 3A-16 and 
6-7), suggesting the termination of sediment diffusive fluxes and/or the scavenging of water column SRP 
by resuspended iron hydroxides. Ultimately, this event seemed to lead to a stark decline in M. aeruginosa 
at this time (see Figures 4-22 and 6-7). Figure 3A-6 shows a decrease in pore water Fe(II)d over this late 
summer time period, providing additional support for this hypothesis. The eventual rebuilding of SRP 
inventories in the fall can then be attributed to the reestablishment of Fe reducing conditions, until 
ultimately decreasing as more typical of the wintertime conditions in the late fall. M. aeruginosa does not 
seem to ever reestablish itself at intense levels, suggesting that this event was a primary driver of the 2021 
bloom. 
 
This highly complex P cycling is overlaid upon a more conservative total sediment P time series. While 
the total solid phase P similarly increases with warming temperatures, given the decades of 
eutrophication, these inventories are far less likely to undergo seasonal differences. While some new input 
can be expected from river/creek inflows, we suspect instead that these changes are instead due to P in 
deeper sediment layers (i.e. below 9 cm) being remobilized and transported upwards into the sampled 
profile interval (0 to 9 cm). The iron hydroxide-bound P (Fe(OH)3-P) generally covaried with the 
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concentrations of the iron hydroxides themselves (Fe(OH)3).  However, their relative ratio, which should 
be considered as a measure of the P-saturation capacity, did vary seasonally, with the lowest values 
evident in September. Interpretation is ongoing, but we suspect this saturation is expected to be related to 
SRP pore water concentrations, with the greatest SRP pore water concentrations expected when the ratio 
is most elevated and Fe reduction is most intense (Figure 3A-6). Over interannual and decadal timescales, 
these mineral inventories and potentially, increasing P saturation, could explain the overall increase of 
water column SRP inventories. 
 
The trends in pore water NH4

+ inventories were surprising (Figure 3A-6). Ammonium concentrations 
increased with the onset of spring and early summer probably due to the intense respiration of labile 
organic-N, but generally decreased starting in June. Combined with generally greater pore water SRP 
concentrations beyond mid-summer, the pore water and diffusive flux NH4

+:PO4
3- ratio (Figures 3A-6 & 

3A-17, respectively) exhibited stark difference between the spring and early summer vs. mid-summer to 
early fall. Considering that M. aeruginosa ³SUHIHUV´�HOHYDWHG�1�3�UDWLRV��WKLV�YDULDELOLW\�FRXOG�KDYH�
contributed to highest bloom concentrations similarly occurring in the earlier half of the year. However, 
the actual N or P availability to the organism would depend on both the diffusive and resuspension fluxes, 
given that diffusive fluxes did not seem to be a significant SRP source to the water column, whereas NH4

+ 
diffusive fluxes were persistent, intense, and highly bioavailable for biological utilization (described in 
Task 3B). However, resuspension was likely a source of both pore water localized nutrients, although 
NH4

+ concentrations arguably would require a stronger resuspension event to remobilize the most 
elevated pore water concentrations, which were more consistently localized at deeper sediment depths 
than the SRP. Thus, accurate simulation and modeling of sediment legacy nutrient loading to the water 
column must consider both the temporal and vertical distributions of N and P, as well as the role that the 
resuspended depth interval would play regarding the relative concentrations of N:P. We are further 
HYDOXDWLQJ�WKHVH�G\QDPLFV�E\�FRPSDULQJ�WKLV�WDVN¶V�UHVXOWV�WR�WKRVH�RI�7DVN���FRQWLQXRXV�PRQLWRULQJ�RI�
bottom water nutrient concentrations. Additionally, the Amendment #3 in situ resuspension monitoring 
(Task 11) and laboratory sediment erosion experiments (Task 12) can also shed light on these processes. 
The apparent removal of this NH4

+ from the pore waters requires further examination. Because 
nitrification or annamox, i.e. the two major removal processes, are expected to be minimal below a few 
cm given the lack of appropriate oxidants (i.e. O2 and NO2

-), some other process is likely responsible. 
Given the extremely high reactive iron hydroxide concentrations in Lake Okeechobee sediments, we 
suspect that the newly discovered Feammox process (Figure 3A-8) is a potential explanation, in which the 
NH4

+ removal is coupled to the reduction of iron hydroxides. This would also be expected to promote 
additional dissolved Fe(II) and thus adsorbed SRP release, thereby coupling both the N and P cycles. An 
inverse relationship between iron hydroxides and pore water NH4

+ suggests that mineral surface site 
availability exerts a kinetic control on this process if it is occurring, which could be further complicated 
by passivation of surface sites by phosphate adsorption. 
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Figure 3A-6: Site L001 pore water 
inventories plotting each of the individual 
pore water datapoints from Figure 3A-3. 
The fitted line corresponds to the mean 
values. The overlying water data points 
from the cores are excluded from the 
JUDSKV�DQG�ILWWHG�OLQH��7KH�³'LVVROYHG�)H�
ILUVW�GHWHFW�GHSWK´�LV�LQVWHDG�GHWHUPLQHG�
from the electrochemical profiles in Figure 
3A-4. This is the depth at which either 
dissolved Fe(II) or organic-Fe(III) is first 
detected via high resolution 
electrochemical profiling. Note, the profile 
from 8/10/21 never detected any iron and 
is therefore omitted; however, this 
provides even more evidence for the idea 
that the iron was removed via oxidation 
during late summer. 
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Figure 3A-7: Proposed scheme of Fe-coupled P 
cycling. P adsorbed onto Fe hydroxides is 
released due to microbial iron reduction 
(FeRB) fueled by organic carbon, but 
reoxidation of the new Fe(II) results in the 
scavenging of pore water SRP, generating 
complex cycling on seasonal and shorter 
timescales associated with wind-induced 
resuspension. 

 
 
 
 

 

Figure 3A-8: The Feammox process which can 
be ultimately fueled by organic matter 
decomposition to form NH4

+. The process can 
result in either nitrate or N2, but ultimately, the 
NO3

- is expected to be denitrified and removed 
from the system. 

 
Spatial comparison to other sites (L004 and LZ40): As Fisher et al. 2009 demonstrates decadal trends in 
sediment nutrients, our study is instead focused on explaining seasonal variability, the spatial variability, 
and any geochemical explanations for the long-term variability, whether it be changes in external inputs, 
or inherent geochemical properties. Indeed, Fisher et al. 2009 demonstrated that both pore water PO4

3- 
and NH4

+ increased in concentration between 1988 and 1998, although the change in PO4
3- was larger. 

Surprisingly, solid phase total N did not increase. We again restate our overarching hypotheses that if 
true, could explain both processes: 1) Eutrophication causes enhanced organic carbon and nutrient 
loading, and thus excessive chemical reducing equivalents in sediments; 2) Fe hydroxides are in turn 
decreasing in concentration due to this more reducing environment, and Fe hydroxide P saturation states 
are in turn elevated, retaining less SRP; 3) this decrease in Fe hydroxides, combined with enhanced P 
³FRDWLQJ´�WKDW�SDVVLYDWHV�WKH�RYHUDOO�VXUIDFH�UHDFWLYLW\ of these Fe hydroxides, may limit NH4

+ removal 
via the Feammox process. 
 
Sites L004 and LZ40 are mud sites from deeper areas of the lake, farther away from river/creek inputs. 
Overall, pore water NH4

+ content generally decreased in the order L001>LZ40>L004 (Figure 3A-9), 
consistent with previous mapping efforts in 1998 (Fisher et al. 2009; Figure 3A-10). Pore water profiles 
from these sites are presented in Figures 3A-11 & 3A-12. Seasonal differences were not as evident 
compared to L001, perhaps reflecting variability in these external inputs, a lack of temporal dependency 
with regards sediment-localized NH4

+ production, seasonally disparate production and removal processes 
that serve to moderate annual concentrations, or simply that a decreased sampling frequency limits the 
inferable information. Seasonal Feammox rate determination planned in Amendment #3 is aimed at 
resolving this question. In contrast, these two sites do generally show a similar pore water SRP seasonal 
pattern as L001, with enhanced concentrations in the late summer and fall, with similar implications on 
the pore water inorganic NH4

+:PO4
3- ratio. Dissolved Fe(II) similarly peaks in the summer, suggesting the 

SRP release is linked to iron hydroxide reduction. Surprisingly, iron hydroxides (Fe(OH)3) and associated 
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phosphate (Fe(OH)3-P) are generally enhanced during this period, suggesting that there are high rates of 
Fe recycling; i.e. the minerals are continuously reduced and reoxidized, with this recycling perhaps 
critical for maintaining anaerobic microbial iron reduction. This recycling could be enabled via frequent 
resuspension and reoxidation of the fine grained surface sediment flocculant layer. In contrast, total 
sediment P only increases slightly during this period, suggesting that the Fe hydroxide fraction is the most 
critical and active form in regulating nutrient cycling. 
 
Pahokee Marina: Sediments from inside (Figure 3A-13 & 3A-15) and outside (Figure 3A-14) of the 
Pahokee Marina demonstrate much greater nutrient and dissolved Fe concentrations than the other open 
lake areas. The grant was initially amended (Amendment #1) to include the Pahokee Marina sites because 
this is a hotspot of bloom formation, and elevated NH4

+ was observed in the bottom waters after the 
intense summertime 2021 blooms. The sediment pore waters are indeed elevated in NH4

+ relative these 
other sites, with approximately 3x greater mean concentrations than the next highest site, L001. Pore 
water SRP inside the marina (PHKM) and outside the marina (PHKO), on the other hand, was 
approximately 2x and 5x greater, respectively than at the three primary open lake sites (L001, L004, and 
LZ40) (Table 3A-4). Microbial Fe reduction is more intense at these sites than the open lake sites, 
providing a potential explanation for these nutrient patterns. The pore water SRP enrichment at PHKO 
relative to PHKM was surprising, however, considering that the marina was expected to have greater 
inventories of nutrients given its confinement and potential source pollution. These processes may have to 
do with mineralogy ± one explanation is that the more cumulatively reducing conditions fueled by organic 
inputs within the marina have led to relatively short residence time of SRP within marina sediments. 
Analyses of total sediment C and N is pending and will hopefully provide some clues. These 
measurements were conducted to provide actionable information; specifically, should dredging of the 
marina proceed given that it is a confined, tractable solution. However, our data shows that nutrients are 
elevated both inside and outside of the marina, expanding the potential dredging target areas. Overall, 
results demonstrate that additional mapping efforts should likely be conducted prior to commencing any 
mitigative actions. We continue to sample these sites (monthly) as part of Amendment #3 Task 11. 
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Figure 3A-9: Time series comparison of L001 (reproduced from Figure3A-6 for easy comparison), 
L004, and LZ40 sites sediment conditions. Each data point corresponds to a single sediment core 
section, and the line is fitted through the mean. 
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Figure 3A-10: Maps of pore water SRP (top) and NH4

+ reproduced from Fisher et al. 2009. 
Approximate site locations of are marked in the bottom right map: L001 = green, L004 = blue, 
LZ40 = red. 
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Figure 3A-11: Sediment profiles from site LZ40. 
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Figure 3A-12: Sediment profiles from site L004. 
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Figure 3A-13: Sediment profiles from Pahokee Marina (inside). 
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Figure 3A-14: Sediment profiles from Pahokee Marina (outside). 
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Table 3A-4: Pore water summary statistics by site. S308 refers to a single core collected in the lake, 
just inside the control structure. It is not included in the Scope of Work but is included here for 
UHIHUHQFH��8QLWV�DUH�ȝ0�IRU�Gissolved analytes and %w/w for Sed P, Sed N, and Sed C. 
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Figure 3A-15: Pahokee Marina 
electrochemical profile from 
8/25/21. Despite minimizing 
the volume of core overlying 
water (by pushing up the core 
piston so that only ~2cm of 
overlying water is present) in 
an attempt to ensure O2 
diffusion from the atmosphere, 
the overlying waters were 
anoxic, suggesting that 
extremely high diffusive 
oxygen uptake is present. 
Sediments are highly iron-
reducing, providing an 
explanation for high pore 
water nutrients and fluxes to 
the overlying water as 
demonstrated via routine 
SFWMD sampling (the initial 
motivation for this Pahokee 
Marina effort). 

 

 
Sediment diffusive fluxes and water column coupling: The pore water fluxes of inorganic nutrients from 
the three primary sites (L001, L004, LZ40) were calculated and placed in the context of water column 
measurements obtained the same day (Figure 3A-16), although the figure also includes data from the 
other two sites that were visited routinely (L005, L006). Fluxes were only routinely measured at the 
former given the relative importance of mud bottom sites as legacy load and remineralization hotspots, 
compared to the sand (L005) or clay with thin mud veneer (L006). It is also challenging to collect pore 
waters at fine resolution from these bottom types using sediment coring techniques. Overall, data 
interpretation is ongoing and there is a wealth of data not plotted that should also be considered in the 
context of sediment fluxes, e.g. Task 2A field data (water column O2, turbidity, etc.) and Task 2B data 
(phytoplankton community structure, total cyanobacteria, etc.). 
 
SRP pore water diffusive fluxes were relative uniform in intensity across these three primary sites, 
although seasonal trends were obvious. Fluxes increased in June, but at all sites, temporarily decreased at 
one or two points over the summer probably due to the surface sediment reoxidation discussed above. 
Fluxes continued to peak in Aug./Sep. (excepting one anomalously high value at L001 in June). These 
fluxes generally mirrored water column SRP concentrations in the spring and early summer, although 
fluxes remained elevated in late summer and fall despite water column concentrations decreasing. We 
suspect this observation is misleading and is actually an artifact of the pore water gradient technique used 
to measure fluxes; while pore water gradients remained high, we expect that surface oxidized mineral 
layers effectively quenched fluxes past the sediment-water interface. Ammonium fluxes, on the other 
hand, were at times an order of magnitude greater at L001 than at LZ40 or L004. At L001, NH4

+ fluxes 
peaked early in the spring, nearly coinciding with the first and strongest M. aeruginosa bloom that 
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occurred at this site, perhaps due to warming temperatures and respiration of labile organic nitrogen as 
discussed above. However, concentrations steadily declined through the year, perhaps to the Feammox 
process also discussed above. At LZ40 and L004 however, there was much less of a consistent trend 
except a relatively minor increase in the late summer and fall. It is not clear why L004 and LZ40 exhibit 
different behavior than L001, although the former two sites are more similar in composition to one 
another than the Kissimmee River influenced L001 site. Surprisingly, L001 on average contained lesser 
overall total sediment carbon and nitrogen than these two other sites (Table 3A-4). However, the relative 
concentrations of C/N/P in sediments at L004 and LZ40 demonstrate greater depletion of N, and 
especially P, relative to site L001 (Figure 3A-17). Remineralization at L001 is likely intense, suggesting 
the Kissimmee is inputting more labile solid nutrient forms, whereas L004 and LZ40 may instead be 
comprised of more refractory solid phase nutrient forms already stripped of labile organics and nutrients 
GXH�WR�WKHLU�DJH��ZKLOH�EHLQJ�VXEVHTXHQWO\�³VSLOOHG�RYHU´�IURP�WKH�VKDOORZHU�VLWHV��$QRWKHU�VHW�RI�SRWHQWLDO�
explanations are due to continued resuspension at L004 and LZ40. This could 1) Enable the protection of 
the organics by association with reprecipitating iron oxides. Indeed, an organic mineral matrix is evident 
at the turbid sites (Missimer et al. 2020), and dissolved pore water Fe2+ is present in low concentrations, 
or 2) prevent the establishment of a well-defined vertical diagenetic cascade, preventing efficient 
syntrophic microbial respiration.  
 
Dissolved iron fluxes were similarly more intense at L001 in comparison to LZ40 and L004 (Figure 3A-
16). The iron fluxes were more sporadic, probably due to the redox sensitive nature of this analyte, 
although the discernible seasonal trends can be logically explained: fluxes were elevated in early spring 
due to the pulse of remineralization (as with NH4

+ fluxes), were more variable over the summer due to 
resuspension/reoxidation events, and then reached a seasonal maximum in late summer and fall when 
microbial Fe reduction was most intense. The Fe fluxes somewhat mirror patterns in DOU; this is logical 
considering that the more chemically reducing conditions (i.e. a higher DOU) should allow Fe to remain 
in the reduced dissolved form. Finally, because NO3

-+NO2
- was routinely detected in core overlying 

waters and the first core section, but was almost always remove from below this depth, the fluxes were 
not determined. While some researchers use core overlying water and the shallowest sediment section 
gradient, or do the same but by substituting lake bottom water for the core overlying water data point, we 
prefer to use only pore water gradients (excluding overlying waters) due to the artificial accumulation of 
these analytes in overlying waters. Because of greater overlying water concentrations than in the 
underlying sediments, we can at least infer that NO3

-+NO2
- fluxes would have nearly always have been 

negative (indicating a flux into the sediments due to denitrification). Sediment core incubations or 
denitrification incubations could be used to determine these flux rates, but nitrification in overlying 
waters complicates this process. Instead, nitrogen isotope tracing techniques offer the best approach and 
will be explored in new Task 11. 
 
The bottom water inorganic N:P ratios were compared as a function of time to those of the sediment 
fluxes (Figure 3A-18). The sediment NH4

+:SRP ratio generally mirrors the water column DIN:SRP, 
suggesting they are closely coupled. Relative to the Redfield ratio (N:P=6.6), the L004 and LZ40 bottom 
water column theoretically became biologically N-limited in mid-summer, lagging a similar trend by 
approximately 1 month of the sediment fluxes becoming N-depleted. While this does not necessarily 
mean that there is not enough N to support the growth of phytoplankton, the growth of M. aeruginosa is 
likely not favorable due to its preferred high-N regime. Indeed, cell counts were most elevated in the late 
spring and early summer, except for a two individual sampling events at L004 after August (Figure 3A-
16). While this could reflect bloom patchiness, sampling artifacts (i.e. the fact that samples are not 
vertically integrated), or just short term variability, the general long term trend overall suggests that the 
sediment fluxes and water column nutrients are closely coupled. 
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CONCLUSIONS & FUTURE WORK 
 
Going forward, we are excited to more closely analyze the sediment inventories and fluxes in the context 
of water column nutrients and the M. aeruginosa bloom. Comprehensive figures of virtually all of the 
measured parameters will be generated for analyses of these time series. While spatial mapping has been 
conducted over decade scales via the SFWMD, we have instead for the first time to our knowledge, 
obtained the high frequency sediment inventories and fluxes. The timing of the nutrient fluxes appears 
related to the observed bloom intensities, for example why the M. aeruginosa bloom of 2021 occurred 
relatively early in the HAB season, i.e. in April and May (based on Task 2B data and SFWMD data). 
More specifically we provide some preliminary evidence for the controls of both N and P dynamics in the 
sediments, both being redox controlled and both potentially involving iron. For the data generated to date, 
one of the most important items that still needs addressing is the phosphorous solid phase speciation, for 
which we have yet to be able to really unravel and draw conclusions from. While we can look at ratios, a 
1-dimensional diagenetic model is perhaps the best way to tackle this problem given the inherent 
complexity. 
 
This information is critical for 1) informing model processes and parameterization; 2) serving as a 
baseline for future comparison of future annual bloom anomalies, so long as similar parameters are 
continuously measured; 3) informing passive mitigation strategies, e.g. nutrient reduction strategies as we 
now can refine the importance of the sediment nutrient source vs. external loading. Because we are 
beginning to understand how muddy sediments behave over seasonal time scales, these results can be 
spatially extrapolated using previous SFWMD mapping data to create more accurate legacy load 
estimates; and 4) mitigation targeting, presuming we now know when the nutrients will be most intense 
from these types of sediments over an annual scale; and 5) conceiving and testing mitigation strategies 
either directly related to sediments (e.g. zero valent iron to slow phosphate flux), or predicting how 
sediment nutrient fluxes may react to active mitigation efforts (e.g. clay or alum additions). 
 
In 2022, a new Florida bill was proposed to further investigate the feasibility of dredging lake sediments. 
$�SUHYLRXV�SLORW�VFDOH�GUHGJLQJ�VWXG\�ZDV�FRQGXFWHG�LQ�WKH�HDUO\�����¶V�WKDW�H[DPLQHG�WKH�HIIHFWV�RI�
removing various layers of sediments on phosphorous fluxes (Reddy et al. 2002). The major findings 
were that the removal of surface sediments reduces the total P inventory (~65% in surface 30 cm) and the 
SRWHQWLDO�3�IOX[�LQWR�WKH�ZDWHU�FROXPQ��EXW�WKLV�VWXG\�ZDV�DGPLWWHGO\�D�³EODFN�ER[´�DSSURDFK�ZKLFK�GLG�
not look further into the sediment biogeochemical processes; instead, it used core incubation approaches 
to examine interactions between sediments and overlying water. The study suggested that next steps 
should examine the biotic and abiotic controls regulating the P flux ± in particular the microbially-
mediated processes, electron acceptors, and organic matter turnover ± to examine why deep sediments 
have a poor P retention capacity and ultimately understand the response of Lake Okeechobee sediments to 
total or partial dredging. The authors acknowledge that the flux of P is dependent on the status of the 
surface mineralogy, e.g. retention by iron oxides. Our work nicely adds to these knowledge gaps by 
determining that the surface sediment layers are relatively enriched in iron hydroxides, which appear to be 
relatively saturated with iron oxides and thus sensitive to dissolution, that dissimilatory iron reduction 
appears to be the dominant respiratory process at least at site L001, and that Fe redox coupling affects not 
only P over short time scales, but also possibly N cycling. 
  
HALO results differ from previous Lake Okeechobee sediment studies in several ways; however, 15-25 
years has elapsed since much of this work was performed and the ecosystem status has obviously 
undergone significant changes just based on HAB increases alone (e.g. see Task 5 historical HAB 
climatological results), raising the possibility that these disparities are truly due to changes in the 
environment. In particular: 1) Biweekly/monthly N and P diffusive flux loading is highly variable, 
especially at the L001 site, as compared to previous quarterly studies that concluded P fluxes were 
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relatively constant (Fisher et al. 2005; Moore et al. 1998); 2) HALO pore water dissolved phosphate and 
NH4

+ (Figure 3A-3) was routinely far more elevated in muddy sediments than detected in June 1999 (i.e. 
maximum of 1.5 mg L-1 RU����ȝ0�SKRVSKDWH�3��DQG�RI������PJ�/-��RU�����ȝ0�1+4

+-N; Fisher et al. 
2005). HALO calculated fluxes of phosphate-P and ammonium-N (Figure 3A-16) were similarly elevated 
FRPSDUHG�WR�-XQH������PHDVXUHPHQWV�GHWHUPLQHG�IURP�SRUH�ZDWHU�JUDGLHQWV��L�H��a���ȝPRO�P-2 day-1 for 
phosphate-3�DQG�����ȝPRO�P-2 day-1 for ammonium-N); 3) HALO sediment oxygen demands (as inferred 
by both DOU (electrochemical profiling) and SOD (benthic chamber incubations; Task 3B) were also 
much higher at site L001 as compared to the greatest value measured at any lake site in 1999, i.e. 27.0 
mmol O2 m-2 day-1 vs. values nearly an order of magnitude greater determined by both core profiling and 
chamber incubations (Figure 3A-5); 4) HALO oxygen penetration depth in muddy sediments is minimal: 
most often < 1 mm and at maximum 6 mm (at least at site L001), compared to the ~1 cm previously 
reported (Reddy et al. 2002), suggesting that thH�VXUIDFH�OD\HU�UHJXODWLQJ�3�IOX[�LV�HYHQ�³VKRUWHU´�DQG�
more difficult to capture with conventional core separation techiques; 5) iron hydroxide-bound P 
comprised ~23% of total sediment P in the surface 10 cm of the muddy sediments (and more at other 
sites), an order of magnitude greater than the 2% of total sediment P reported in Reddy et al. (2002). The 
correlation of P with iron hydroxides demonstrates that this layer is likely highly susceptible to redox-
induced mobilization.  
 
Going forward, we aim to better constrain the relationship between sediment phosphate inventories, 
resuspension fluxes, and the resulting water column concentrations (Amendment #3 Task 11 and 12). 
HALO results alone to date cannot be used to estimate lake-wide internal loading due to the greater 
temporal resolution acquired at the expense of the loss of spatial resolution; granted, this was not the 
purpose of this study. However, HALO seasonal differences in fluxes obtained to date can probably be 
used to adjust fluxes inferred from existing high spatial resolution substrate maps to better constrain both 
annual and seasonal fluxes, e.g. by scaling the flux estimates from low-temporal but high-spatial 
resolution literature measurements according to HALO-measured minimum and maximum seasonal 
values and then integrating over time. The next phase of HALO measurements will focus on ensuring that 
this procedure can be more easily implemented, by mapping sediment legacy nutrient inventories at 
greater spatial resolution and at high temporal resolution using multiple depth-integrated bulk single 0-10 
cm depth bins (for high horizontal resolution), while still analyzing a few sites as a function of high-depth 
resolution to continue to improve our understanding of the biogeochemical processes controlling nutrient 
release (Task 11). Finally, we aim to analyze specific nitrogen transformation processes, i.e. why 
ammonium is removed from pore waters at L001 over time during the season (Task 11). We plan to 
collect further high-resolution depth-resolved redox profiling at site L004 in addition to continuing the 
profiling at site L001. These efforts were conceived by the results of this current task, and we feel that the 
newly designed scope is balanced to continue measurements necessary to develop the long term 
³EDVHOLQH´�XQGHUVWDQGLQJ�UHTXLUHG�WR�XQGHUVWDQG�+$%�HFRORJ\�LQ�/DNH�2NHHFKREHH��ZKLOH�DOVR�VWHDGLO\�
gaining new knowledge to address those questions that will ultimately be most important for constructing 
a successful predictive model. 
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Figure 3A-16: Compiled sediment flux data from the five primary sites in the context of Task 2 
data. All data points except those in red and blue are a time series of discrete surface and bottom 
water column M. aeruginosa and cell health, microcystin-LR toxins, SRP, ammonium, dissolved 
total iron, pH, and chlorophyll (measured in the laboratory via extraction) corresponding to 
surface (black squares) and bottom water depths (open black circles). M. aeruginosa cells are 
colored according to ratio of percent dead (see color bar scale in the top left). In some cases, this 
ratio is unable to be determined, especially at lower cell concentrations; these time points are kept 
as 0% live. Water column nutrient analyses were not specified as a task in the scope of work and 
are not NELAC compliant, although we have high confidence in the data and it is useful for data 
interpretation. Sediment diffusive fluxes from pore water near-surface concentration gradients (i.e. 
Figure 3A-4) are in red and their respective y-axis is on the right hand side of the figure. Finally, 
diffusive oxygen uptake (DOU) of L001 sediments as determined via electrochemical profiling is in 
blue, similarly using the right-hand y-axis. 
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Figure 3A-17: Total sediment solid phase C/N and C/P, and N/P ratios by site (color) for all cores. 
Pahokee Marina (inside and outside) still require processing. 
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L001 

 
 

L004 

 
 

LZ40 

 
 
Figure 3A-18: Bottom water DIN:SRP ratios and the NH4

+:SRP ratio of sediments for the three 
primary sites. DIN is used in the water column ratio because, while sediment fluxes were dominated 
by NH4

+ relative to NO3
-+NO2

-, the rapid nitrification limits accumulation of NH4
+ in the water 

column. Error bars for flux ratios are propagated from the standard error associated with fitting of 
the respective near-VXUIDFH�FRQFHQWUDWLRQ�JUDGLHQWV�IRU�WKH�)LFN¶V�/DZ�FDOFXODWLRQV��7KH�KRUL]RQWDO�
line is the Redfield Ratio 
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TASK 3B: BENTHIC LANDER DEPLOYMENTS (TASK LEAD: BECKLER) 

 
INTRODUCTION 

While Task 3A provides necessary, conventional, community-accepted sediment biogeochemical 
measurements and benthic fluxes, measurements collected from sediment cores may display artifacts 
from extrusion and processing. Diffusive sediment fluxes depend on the concentration gradient between 
the surface-most sediment layer and the bottom water. Analytes in deeper pore water layers obviously 
diffuse upwards and affect the concentrations in this surface-most sediment layer; however, there may be 
processes such as organic nutrient remineralization or mineral adsorption (e.g. by iron hydroxides) that 
can ultimately enhance or limit the true surface-leaving flux. Sediment core profiling and pore water 
diffusive calculations, while common practice, rely on the near-surface pore water gradients (Task 3A). 
Unfortunately, this technique is limited by the vertical resolution at which pore waters can be successfully 
extracted. In our case, 5 mm resolution barely generates enough pore waters to conduct the necessary 
analyses, and undesirable vertical homogenization and mixing with overlying waters is unavoidable 
regardless of how meticulously the procedure is performed. Electrochemical profiling (e.g. Figure 3A-4) 
is one approach to avoid these artifacts, but the analyte selection is limited. Another approach is to collect 
cores from the field and incubate them for a period in the laboratory as has been performed previously for 
Lake Okeechobee sediments (Fisher et al. 2005). These experiments provided critical data, demonstrating 
that muddy sediments were potentially intense sources of phosphate, especially if anoxia was deliberately 
induced on the cores (presumably due to iron oxide mineral dissolution). While there are advantages to 
this technique, the removal of sediment cores from their natural environment and equilibration between 
sediments and the overlying water is also unavoidable, even if surface waters are replaced prior to starting 
the incubation. 

Instead, in-situ benthic flux measurements using benthic incubation chambers provide a more accurate in 
situ means to quantify sediment inventories and diffusive fluxes, although the technique requires complex 
instrumentation and long periods of time spent on-site manually collecting samples, unless an automated 
sample collection system is implemented (Tengberg, De Bovee et al. 1995, Kononets, Tengberg et al. 
2021). Benthic flux incubation chambers are perhaps the most intuitive of the approaches for measuring 
diffusive fluxes. Essentially, a small volume of water is forced to be in contact (incubate) with a known 
area of sediment by emplacing a confined chamber on top of the sediment, which is open to sediments on 
the bottom and sealed on the top. The analytes of interest may accumulate (flux from sediments) or 
deplete (flux into sediments) over time in the chamber. The chambers are affixed to a larger lander which 
is lowered to the seafloor for a discrete period, although the chamber lids are initially opened for a short 
period of time to allow equilibration with bottom waters and to prevent the capture of air bubbles. Upon 
the incubation start (time zero), the chamber lid is mechanically closed at time zero. A pump gently 
circulates the entrained water (before and after lid closing) to ensure the contents are homogenous. A 
tracer solution is often injected into the chamber and is subsequently measured both initial and throughout 
the incubation to allow back-calculation of the chamber volume and thus height, i.e. critical information 
for ultimate normalization of fluxes to units of sediment surface area. The chamber lids can be opaque or 
transparent, allowing the discrimination of respiration only, or the combined effect of respiration and 
photosynthesis, respectively. The lander is deployed for several hours to days, with shorter deployments 
in areas with more active environments. Too long of deployments can result in the induction of anoxia 
and thus the artificial enhancement of fluxes linked to redox processes such as the release of phosphate 
due to the dissolution of iron oxide minerals Analytes of interest are monitored either in situ with 
equipped sensors, or post-retrieval in samples collected as a function of time from the chamber during the 
deployment (e.g. using syringes).  
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Importantly, each chamber incubation only generates a single flux measurement per analyte, and because 
these techniques were developed in the oceanographic community in environments less dynamic and 
active than lakes, all changes in the chamber are assumed to be caused by the sediment influence; despite 
knowing that effects due to respiration in bottom waters or nutrient assimilation is certainly possible, 
especially in lake environments. Ambient water processes are also often monitored to at least provide 
some information as to whether theVH�³EDFNJURXQG´�SURFHVVHV�DUH�LPSRUWDQW��H�J��LI�GLVVROYHG�22 becomes 
depleted due to natural hypoxia. Most often, dissolved O2 concentrations will decrease over the course of 
multiple hours/days in an opaque chamber, providing a measure of Sediment Oxygen Demand (SOD; due 
to both biological oxygen demand and the oxidation of legacy chemically reduced species). Nutrient 
concentrations instead usually increase due to an upward benthic flux, although nitrate can decrease if 
sediment denitrification is in excess of cumulative nitrification caused to ammonium oxidation at the 
sediment surface of in the chamber. For a cylindrical chamber, if one knows the volume of water 
entrained by the chamber (V), the surface area of sediment available for exchanges (i.e. chamber bottom 
surface area; S.A.), the incubation length of time (dt), and finally the analyte concentrations at time zero 
(C0) and upon incubation termination (Cf), it is possible to infer the benthic flux in units of moles m-2 day-

1 over time using simple mass-balance: 
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The (V/S.A.) term can just be replaced with the chamber height for a cylindrical chamber. However, it is 
far more desirable to obtain a time series of measurements beyond just an initial and final timepoint, as 
the rate of accumulation is often non-linear and there are many opportunities for errors associated with 
sample collection, leaks, homogenization, etc.  In this case, the rate of change dC/dt can be determined as 
the slope of a fitted a line through the concentration time series, using manual discretion to select those 
data points up to the time at which any non-linearity is observed. Regardless, the ultimate normalization 
to sediment surface is convenient for data interpretation and utilization: if the deployment is performed in 
a representative, homogeneous location with a specific bottom substrate type, flux magnitudes can be 
easily extrapolated over basin scales, e.g. over the mud area of a lake.  

To this end, an innovative benthic lander package equipped with in situ benthic flux incubation chambers 
and ancillary sensors was constructed, tested, and deployed at Site L001 on multiple events over the 
project duration, typically coincident with sediment core collection (Task 3A). The chamber incubations 
reveal diffusive fluxes and no information regarding resuspension-induced fluxes, assuming the sediments 
were not resuspended within the chamber during the incubations. 
 
 

METHODS 
 
Deployments ultimately yielded time series concentration measurements of carbon, nutrient, dissolved O2, 
and microcystin toxins from 5x collected samples from each benthic chambers as well as bottom water 
sonde-acquired water quality measurements. The lander was based on previous designs deployed in 
blackwater river estuaries and adjacent shelves in southeast Georgia (U.S.) (Meiggs and Taillefert, 2011). 
The benthic lander was partially constructed prior to beginning the project and construction was 
completed as part of this task. The lander was equipped with dual benthic flux chambers (one transparent, 
one opaque), a multiparameter sonde, and a microprofiler with Hg/Au voltammetric microelectrodes to 
provide in situ sediment profiles of redox active metabolites (Figure 3B-1). However, we experienced 
unforeseen problems with the in situ voltametric sediment profiling we suspect were caused by lower 
conductivities as compared to oceanographic research that were prohibitive to the long distances between 
³ZRUNLQJ´�DQG�³FRXQWHU´�HOHFWURGHV��a�����PHWHUV���:H�WKHUHIRUH�LQVWHDG�DOZD\V�VXEVWLWXWHG�ODERUDWRU\�
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voltametric profiling of sediment cores for the in situ profiling. This laboratory core profiling technique is 
otherwise identical to the lander-acquired profiling system; although not in situ, it does allow for 
improved depth-resolution (< 1 mm increments vs. ~3 mm increments) and analytical adjustments during 
the profiling not possible with the in situ system. This data is more logically presented as part of Task 
3A, however, and is described therein. 

  

Figure 3B-1: The lander with indicated components and filled syringes post deployment. 

The lDQGHU�ZDV�GHSOR\HG�IURP�D���¶�ERDW�ZLWK�D�VPDOO�GDYLW�FUDQH�DQG�ZLQFK�HDFK�PRUQLQJ��a�����DP���
allowing single day operations via deployment in the morning, additional on-water operations through the 
afternoon, and retrieval in the afternoon. Because testing revealed that dissolved O2 in chambers was 
depleted more rapidly than expected based on previous oceanographic work, the routine deployments 
conducted once a reliable procedure was established (i.e. after June 2021) were typically < 8 hours in 
duration so that oxygen would not be depleted more than half of the initial concentration. Upon lowering 
to the seafloor, the sealing of the lids and thus the start of incubations is accomplished via a spring-loaded 
lid that is initially elevated (unsealed) position prior to deployment. After a period of at least 10 minutes 
on the lake floor to allow equilibration, the lid is sealed via activation of mechanical trigger. The trigger is 
released by jerking a line tethered to a surface buoy that floats above the lander, thus commencing the 
incubation.   

To ensure that the parcel of water within each benthic chamber is homogenous (e.g. free of density 
gradients) and so that the syringes obtain a representative sample, two separate Seabird gear pumps (SBE 
5T, 1,300 RPM estimated 20 mL/sec) are configured to recirculate water in each chamber. The pump inlet 
and outlet are pass through the wall of each cylindrical chambers, approximately 180 degrees around the 
perimeter, via Tygon tubing. The pumps (and the syringe sampling systems described below) are powered 
on immediately prior to deployment via plugging in to a 12V 50 Ah LiFePO4 battery (Bienno Power 
BLF-1250A) in an underwater 100 m pressure-proof acrylic housing (Blue Robotics) using a custom 
underwater connector (DragonFish Mfg.) 

The lander employs two independent 6-syringe sampling systems (Syringe-1, AIS Inc.) corresponding to 
each of the two flux chambers. Under standard operation, both syringe sampling systems have identical 
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timing, because both benthic chambers are LQLWLDOO\�³VHDOHG´�VLPXOWDQHRXVO\��WKXV�FRPPHQFLQJ�WKH�
incubation. Each syringe sampling system has a set of six polypropylene (60 mL) syringes that can be 
programmed to operate bidirectionally enabling both expulsion and aspiration. The syringes are filled 
using a pump internal to each syringe sampler system, instead of the more traditional reliance on a spring-
loaded mechanism that mechanically elongates the syringe plunger. Each of the syringes has a length of 
Tefzel tubing connected to a common port on either chamber. The first of the six syringes on each system 
was configured to expel a known volume of an inert sodium bromide tracer (50 mL of 50 mM NaBr) into 
the chamber. The diluted concentrations were then measured in each of the subsequent 5x collected 
syringe samples (per chamber) using an Ion-Selective Electrode to 1) calculate the initial chamber volume 
and 2) ensure no leaks were evident over the deployment duration. These other five syringes are 
programmed to fully aspirate benthic chamber samples sequentially over the course of the entire 
deployment. Each of the 5x collected samples (per chamber) were analyzed for: dissolved organic carbon, 
DOC; Soluble Reactive phosphorus, SRP; Total Dissolved Nitrogen, TDN; ammonium, NH4

+; nitrate + 
nitrite, NO3

-; organic nitrogen, org-N determined by difference of NH4
+ and NO3

- from TDN; dissolved 
iron(II), Fe(II)d; total dissolved iron, Fed; dissolved iron(III), Fe(III)d by difference of Fed and Fe(II)d; and 
microcystin toxins (via ELISA) according to the SOPs referenced in the Project QAPP. Because of the 
extremely high turbidities of the lake, in situ filtration of the syringes was not possible. As soon as the 
lander was recovered, the syringes were immediately capped and placed in an ice-filled cooler. 

The lander is equipped with an in situ electrochemical analyzer system (ISEA-X; Analytical Instrument 
Systems, Inc.) that operates 4x Hg/Au voltammetric. One electrode is positioned across the benthic 
chamber lid with single-piece finger-tight high-pressure PEEK fittings to monitor concentrations of the 
analytes in the chamber as a function of time (for inferring Sediment Oxygen Demand, for example). 
These benthic flux chamber measurements are programmed to start prior to the incubation lid closing and 
obtain data at a much greater frequency than analytes measured post-deployment and captured in the 
benthic chamber syringes. Two additional electrodes are affixed to the lander frame at a single location to 
provide ambient bottom water time series measurements. The ISEA-X was programmed to conduct 
repeated series of voltametric measurements at each electrode, with each electrode being reoperated every 
~20 minutes. The Hg/Au poly-ether-ether-NHWRQH��3((.��YROWDPPHWULF�³ZRUNLQJ´�PLFURHOHFWURGHV�DUH�
typically used as part of a 3-HOHFWURGH�V\VWHP�FRQVLVWLQJ�RI�$J�$J&O�³UHIHUHQFH´�DQG�3W�³FRXQWHU´�
electrodes (Luther et al. 2008). The reactive surface of the Hg/Au, an elemental mercury surface amalgam 
on a gold wire, mediates redox reactions and the simultaneous detection of dissolved oxygen, O2(aq); 
hydrogen peroxide, H2O2; soluble organic-Fe(III) complexes, org-Fe(III); dissolved iron(II),  Fe(II)volt; 
aqueous iron sulfide clusters, FeS(aq); dissolved manganese(II), Mn2+; thiosulfate, S2O3

2-; and total 
dissolved reduced sulfur species (i.e. hydrogen sulfide: 6H2S=H2S+HS-+S2-, elemental sulfur: S8

(0);  and 
polysulfides: Sx

2-) (Meiggs and Taillefert, 2011). While testing in the Indian River Lagoon did detect 
6H2S in the benthic chamber, no analytes except O2(aq) were detected within the benthic flux incubation 
chambers during Lake Okeechobee benthic lander deployments. The lander was also equipped with a 
sonde (YSI EXO2) that monitored the ambient waters ~25 cm above the lake floor during deployments. 
Every one minute, the sonde monitored salinity, temperature, water depth, fluorometric total chlorophyll, 
fluorometric phycocyanin, fluorescent dissolved organic matter (FDOM), and dissolved O2.  

 
 

ACTIVITIES SCHEDULED vs. COMPLETED 
 

A total of 9x lander deployments at Site L001 were scheduled to occur in Feb., May, Jun., Jul., Aug. (2x), 
Sep.(2x), and Oct. 2021 (Table 3B-1). Beyond extensive laboratory testing of individual components 
prior to field deployments, we ultimately conducted a total of 11x deployments over the duration of the 
project, including one deployment in the Indian River Lagoon to test a critical change in early June. The 
first 3x lake deployments (Feb., Mar., May.) did not generate the expected data, in particular the bromide 
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tracer concentrations measured in the chambers were much less than those expected based on the amount 
initially injected, but also the dissolved O2 did not decrease as expected and no consistent nutrient trends 
were observed. Through additional laboratory testing, it was discovered that the positioning of the 
recirculating pumps above the chambers was preventing their ideal operation probably due to pressure 
differentials. The pumps were moved to be below the chamber lids and the system was tested and 
demonstrated functional at Harbor Branch on 6/9/21; therefore, data is not trustworthy prior to this date. 
Additionally, one deployment on 810/21 was tampered with and the surface buoy used for retrieving the 
lander was stolen. We returned to the lake on 8/12/21 and discovered that the lander was flipped on its 
side. By looking at the bromide, sonde, and dissolved O2 data, we inferred that the lander was moved 
approximately 120 minutes after deployment; thus the only useable data from that deployment was the 
initial rate of dissolved O2 consumption. Ultimately, a total of 6x deployments from Lake Okeechobee 
between 6/15/21 are considered most or entirely useable. The lander system is certainly innovative 
WHFKQRORJ\�DQG�WKH�6FRSH�RI�:RUN�GRHV�KDYH�D�FODXVH��³Lander deployments are complex and subject to a 
relatively high failure rate with respect to all systems functioning (~30%), so the Department accepts that 
Task completion will be demonstrated by deployment occurrence according to the schedule, not 
necessarily by the complete success of the multiple lander independent systems (e.g. benthic chamber 
syringe samples, electrode microprofiler, sonde, etc.). However, the Department has an expectation that 
the GRANTEE will continually refine instrument designs and processes demonstrated by progressive 
LQFUHDVHG�IUHTXHQF\�RI�VXFFHVVIXO�GDWD�FROOHFWLRQ�´��%DVHG�RQ�WKH�VXFFHVVHV�RI�WKH�PRUH�UHFHQW�
deployments, this performance satisfies the deployment requirements of the Scope of Work. 
 
With respect to the analyses, the in situ electrochemical profiling system was used for the first 
deployments but was eventually omitted in lieu of laboratory electrochemical profiling (discussed in the 
above Methods section). All planned chemical analytes were conducted on all syringes except for organic 
phosphorous, as sample requirements (10 mL of a total of ~45 mL total collected) were not feasible after 
accounting for other monitored analytes. We did attempt method development to decrease these sample 
requirements using a small volume absorption flow cell but were not successful. To compensate, 
however, we did conduct analyses in excess of those planned using our more optimized small-volume 
techniques including NO3

-, Fed (and thus Fe(III)d by difference), and microcystin toxins on seven total 
deployments instead of the planned four deployments. These both ended up being critical analyses due to 
1) evidence of in situ nitrification in the syringes; and 2) the potential for a wrong inferences regarding 
iron flux: while Fe(II)d does appear to increase over time, it does so at the expense of Fe(III)d, essentially 
negating the true iron flux. 
 
Table 3B-1: Summary of lander deployments conducted over the project duration 

Date   Retrieval  Site  Deploymen
t Length  

Flux chamber & 
electrode configuration  

Syringe Samplers  Syringes analyzed  Electrode 
profiling  

Sonde time 
series?  

GoPro 
video?  

2/25/2021
  

2/26/2021
  

L001  22 hrs.  Lids did not close; lander 
on side likely; PEEK 

elecs. in each chamber 
w/ 1 in WC  

All syringes fired 
completely (20min, 
3min, 2hr, 3hr, 4hr, 

4hr)  

yes; essentially a 
bottom water time 

series  

2 glass @ 
3mm resol.; 
210mm sed. 
penetration  

yes; all 
analytes 
recorded  

yes; did not 
turn on light 

so no 
visibility  

3/23/2021
  

3/25/2021
  

L001  44 hrs.   positive chamber 1 
closed, chamber 2 

uncertain?; elecs. in each 
chamber w/ 1 in WC  

All syringes fired 
completely (20min, 
3min, 2hr, 3hr, 4hr, 

4hr)  

yes; benthic flux time 
series (at least 

Chamber 1; Chamber 2 
uncertain if closed)  

2 glass @ 
1mm resol.; 
210mm sed. 
penetration  

yes; all 
analytes 
recorded  

yes; facing 
bottom of 

chambers & 
profiler 

5/25/2021 5/27/2021 L001  48 hrs. Both chambers closed; 
elecs. In each chamber + 
2 in WC; BC flux echem 

time series 

All syringes fired 
completely (20min, 
3min, 2hr, 3hr, 4hr, 

4hr)  

yes; benthic flux time 
series 

Did not run 
profiler 

yes; all 
analytes 
recorded  

yes; facing 
bottom of 

chambers & 
profiler 

6/09/2021 6/09/2021 Harbor 
Branch 
channel 

7 hrs. Both chambers closed; 
elecs. In each chamber + 
2 in WC; BC flux echem 

time series 

All syringes fired 
completely (20min, 
3min, 2hr, 3hr, 4hr, 

4hr)  

Yes, benthic flux time 
series 

Did not run 
profiler 

yes, all 
analytes 
recorded 

No 

6/15/2021 6/15/2021 L001  8 hrs. Both chambers closed; 
elecs. In each chamber + 
2 in WC; BC flux echem 

time series 

All syringes fired 
completely (20min, 
3min, 1hr, 1hr, 2hr, 

3hr)  

yes; benthic flux time 
series 

Did not run 
profiler 

yes; all 
analytes 
recorded  

yes; facing 
bottom of 

chambers & 
profiler 
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7/13/2021 7/13/2021 L001  8 hrs. Both chambers closed; 
elecs. In each chamber + 
2 in WC; BC flux echem 

time series 

All syringes fired 
completely except 

for 1.1 & 2.3 
(20min, 3min, 1hr, 

1hr, 2hr, 3hr)  

yes; benthic flux time 
series 

Scheduled to 
start @ 

9:30am; failed 
to fire for 
unknown 

reason 

Used LOBO 
LO-LIB-WQ 

data  

yes; facing 
bottom of 

chambers & 
profiler 

8/10/2021 8/12/2021 L001  ~48 hrs 
(sabotaged) 

Both chambers closed; 
elecs. In each chamber + 
2 in WC; BC flux echem 

time series 

All syringes fired 
completely (20min, 
3min, 1hr, 1hr, 2hr, 

3hr)  

yes; benthic flux time 
series, although data 

not useable in the 
context of a true 

incubation 

2 glass @ 
5mm resol.; 
230mm sed. 
penetration  

yes; all 
analytes 
recorded  

yes; facing 
bottom of 

chambers & 
profiler 

8/24/2021 8/24/2021 L001  7 hrs. Both chambers closed; 
elecs. In each chamber + 
1 in WC; BC flux echem 

time series 

All syringes fired 
completely (20min, 
3min, 1.5hr, 1.5hr, 

1.5hr, 1.5hr)  

yes; benthic flux time 
series 

2 glass @ 
5mm resol.; 
230mm sed. 
penetration  

yes; all 
analytes 
recorded  

yes; facing 
bottom of 

chambers & 
profiler 

9/14/2021 9/14/2021 L001  7 hrs. Both chambers closed; 
elecs. In each chamber + 
2 in WC; BC flux echem 

time series 

All syringes fired 
completely (20min, 
3min, 1.5hr, 1.5hr, 

1.5hr, 1.5hr)  

yes; benthic flux time 
series 

2 glass @ 
5mm resol.; 
230mm sed. 
penetration  

yes; all 
analytes 
recorded  

yes; facing 
bottom of 

chambers & 
profiler 

9/29/2021 9/29/2021 L001  7 hrs. Both chambers closed; 
elecs. In each chamber + 
2 in WC; BC flux echem 

time series 

All syringes fired 
completely (20min, 
3min, 1.5hr, 1.5hr, 

1.5hr, 1.5hr)  

yes; benthic flux time 
series 

2 glass @ 
5mm resol.; 
230mm sed. 
penetration  

yes; all 
analytes 
recorded  

yes; facing 
bottom of 

chambers & 
profiler 

10/12/202
1 

10/12/202
1 

L001 7 hrs. Both chambers closed; 
elecs. In each chamber + 
2 in WC; BC flux echem 

time series 

All syringes fired 
completely (20min, 
3min, 1.5hr, 1.5hr, 

1.5hr, 1.5hr)  

yes; benthic flux time 
series 

Not used Used LOBO 
LO-LIB-WQ 

data 

Not used 

 
 

RESULTS 
 

Lander time series: Analytes from autonomously collected discrete syringe samples are generally 
congruent with the ambient bottom water samples collected via Niskin immediately prior to the 
deployments (Figure 3B-2). The logistics of sealing the chamber lid manually by pulling on a separate 
line extending to the lake surface prevented the obtainment of the pre-programmed first syringe sample 
H[DFWO\�DW�³WLPH�]HUR´�LPPHGLDWHO\�DIWHU�WKH�OLG�FORVHG��L�H��WKH�FRPPHQFHPHQW�RI�WKH�LQFXEDWLRQ���7KH�
first sample time was therefore between 13 and 16 minutes after the lid closed. Combined with the 
possibility for undesirable resuspension induced from the lander touching down on the lake floor, some 
analytes such as NH4

+ (and therefore DIN) and org-N do show elevated concentrations above the ambient 
bottom water. We did not include the ambient bottom water as a data point when calculating the initial 
flux rates although there are arguments both for and against doing this. 
 
Bromide is an obvious exception, with concentrations typically approximately an order of magnitude 
greater in the first syringe of each chamber of each deployment than those of the ambient water due to the 
direct injection of NaBr into each chamber. Note the tracer syringe did not function properly on 7/13/21, 
so the volume of 14.5 L is estimated from the depth of chamber penetration based on accumulated mud 
on the lander frame upon lander retrieval (Table 3B-2). Concentrations only decreased slightly, 
suggesting that the chambers did not leak and the losses are due instead to diffusion into the sediments 
over the course of the incubation. An exception to this is on 8/10/21 due to the obvious movement of the 
lander due to vandalism after the third syringe. The chamber volumes were calculated from the initial 
volume injected and that measured in the first syringe after dilution, with results consistent with the 
chamber geometry and assuming a penetration of the chambers ~10 to 20 cm into the sediments. It is 
important to preface these results with a disclaimer that we were unable to filter samples in situ as soon as 
they were automatically aspirated by the lander due to filter clogging. Therefore, it is possible that 
biological activity continued within the syringes until and filtration immediately upon return to the 
laboratory within 2-3 hours (although they were kept on ice during transit). Because the lander was 
routinely retrieved late in the day (typically ~5 pm), we were not able to filter in the field so as to avoid 
QLJKW�RSHUDWLRQV�DQG�WUDLOHULQJ�RI�WKH���¶�ERDW�� 
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Figure 3B-2: Previous page: Time series data from discrete water samples collected during the 
lander deployments. Colors indicate the lander deployment date. Symbols indicate autonomously 
collected syringe samples from the Light (circles) and Dark (squares) incubations, as well as 
Ambient (stars) bottom water concentrations collected via a hand-held Niskin sampler immediately 
before and after the deployments (the exact times for the latter are not represented and their x-axis 
positions are only adjusted so that data points do not obscure others). Current page: Bottom water 
conditions as measured during the incubation by the sonde affixed to the lander (clean lines) and 
via the co-located LOBO system (Task 6). Chl, Phycocyanin, and FDOM from the LOBO system 
are not plotted because these were obtained with a separate model of sensor operating at different 
wavelengths and are thus not directly comparable. Note the incubation on 8/10/21 was sabotaged 
after ~120 minutes so data is not trustworthy beyond this point. Also, Fe(II)d was not measured in 
ambient water column samples and therefore Fe(III)d can not be determined by difference. Any 
other obviously missing data was due to sample loss or suspected sample collection issue and thus 
discarding, e.g. a leak between the sampling syringe, tubing, and benthic chamber.  
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Dissolved oxygen concentrations measured with Hg/Au voltametric microelectrodes embedded in 
chamber lids generally decreased as a function of time in each chamber (Figure 3B-2 and Figure 3B-3), 
although this decrease is only evident for the first ~120 minutes in the vandalized 8/10/21 deployment. 
The final O2 concentration relative to the initial O2 concentrations were between 53-78% for the light 
chamber and 43-63% for the dark chamber compared to 86-106% for the ambient water column, 
suggesting photosynthetic processes were at least at play to some extent despite the highly turbid water 
column. The dark chamber experienced a greater relative O2 loss for all deployments except for 7/13/21. 
Overall, a deployment duration of ~7 hours strikes an appropriate balance of not becoming so hypoxic so 
as to artificially induce nutrient fluxes, while still allowing enough time for nutrient fluxes to be 
observable. No other redox active analytes were observed during the course of the incubations, i.e. no 
dissolved Fe (MDL ~ 20 µM), Mn(II), or hydrogen sulfide. 
 

 
Figure 3B-3: Dissolved O2 percent change over the duration of each ~6 to 8 hour incubation at Site 
/����IRU�WUDQVSDUHQW�OLJKW�FKDPEHU��³/´���RSDTXH�GDUN�FKDPEHU��³'´���DQG�DPELHQW�XQLQFXEDWHG�
bottom waters.  

Concentrations of NH4
+, DIN, org-N, and DOC generally increased in the chambers as a function of time. 

SRP, NO3
-+NO2

-, and Fed, on the other hand, did not increase consistently, at least in the beginning of the 
incubation. A sudden increase in SRP was evident at the last time point of the incubations from 8/24/21 
(light chamber) and 6/15/21 (dark chamber), perhaps due to reaching a minimum hypoxia threshold to 
allow liberation from iron oxide minerals, although this inference is risky due to a lack of replication. 
NO3

-+NO2
- was below the detection limit in most collected samples except for the incubation on 6/15/21, 

consistent with observed ambient water concentrations. However, NO3
-+NO2

- did increase approximately 
halfway through the incubations on 8/24/21 (light chamber), 9/14/21 (light), 10/12/21 (light and dark), 
suggesting nitrification of the newly inputted ammonium was occurring, given that sediment pore water 
NO3

-+NO2
- concentrations tended to be very low. In fact, NH4

+ accumulation appears to somewhat level 
off as the incubation progresses, additional evidence of this conversion process. Indeed, DIN tends to be 
more linear throughout the incubations. The iron chemistry is somewhat deceiving: while fluxes of 
dissolved Fe(II)d do present in all incubations except 7/13/21 (Fe(II) was not measured on 8/24/21 due to 
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an equipment issue), this is generally at the expense of Fe(III)d. This indicates either 1) there is a flux of 
reduced Fe(II)d from the sediments, but it continuously oxidizes and precipitates; 2) the biological uptake 
of Fe(III)d prevents the overall accumulation of Fed; or 3) Fe(II)d sediment flux is instead formed largely 
from the dissimilatory reduction of Fe within the chamber. Concentrations of org-N in the first syringe 
VDPSOHV�ZHUH�VHYHUDO�ȝ0�JUHDWHU�WKDQ�LQ�WKH�DPELHQW�ZDWHU�FROXPQ��DOWKRXJh note the y-axis does not 
extend to zero). Concentrations generally increased over time in both light and dark incubations (although 
slightly more in the dark incubations) on 6/15/21 and 7/13/21, but only in the dark chamber during later 
incubations on 8/24/21, 9/14/21, 10/12/2; some incubations show inconsistent trends, such as an initial 
increase but then decrease (e.g. 9/29/21 light chamber). Org-N does appear to similarly asymptote after 
approximately halfway through several of the incubations. DOC concentrations to some extent mirrored 
org-N concentrations, albeit without as dramatic of decreases in those incubations. A similar asymptotic 
behavior was often observed. Notably, the presence of M. aeruginosa appeared to dramatically affect the 
accumulation of nutrients, with lesser accumulation if cells were present in ambient waters (cell counts 
are listed in Table 3B-2 and this figure is referenced later in Figure 3B-6). Microcystin toxins only 
showed significant increased on 6/15/21 and 8/24/21, and slight decreases or no changes on other dates.  

Calculated fluxes: Fluxes were determined based on the rates of accumulation of the analytes as measured 
in syringes or in situ (for dissolved O2) (Table 3B-2). For most syringe-collected analytes, the rate of 
accumulation was extracted from the time series ad-hoc based on the initial maximum rate of 
accumulation, using at least two data points but more often more. If there is an error associated with the 
rate in Table 3B-2, this indicates that at least three data points were used. This is the typical technique 
used for data evaluation in the oceanographic discipline; however, processes are typically slower so there 
are usually more samples collected during this initial period of concentration changes. In this study, there 
is low confidence of fluxes for two analytes: SRP and NO3

-+NO2
-. SRP generally behaved erratically and 

few consistent trends, likely evidence of mineral associations in sediments as well as the potential for 
adsorption onto resuspended sediments. As previously discussed, NO3

-+NO2
-, on the other hand, typically 

only accumulated during the mid-point of the incubation, probably due to nitrification. Therefore, the rate 
of accumulation used for flux calculations did not necessarily include the first time point and instead used 
the maximum rate of accumulation at whatever time this corresponded to during the incubation.  
 
Calculated flux time series are graphically presented in Figure 3B-4. Data description is challenging due 
to inconsistencies, although several general trends are evident. Fluxes, especially inorganic and organic 
nitrogen analytes, DOC, and O2, tended to be higher in magnitude prior to 9/29/21. NH4

+ fluxes typically 
dominated DIN fluxes. SRP and Fed fluxes were both positive (fluxes from sediments) and negative 
(fluxes into sediments), reflecting the adsorption and redox sensitivities of these analytes. Because of the 
relatively short period of time represented by these measurements (~ 4 months), the data is better 
visualized using covariate plots described in the discussion section below. 
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Table 3B-���6XPPDU\�RI�ODQGHU�GHSOR\PHQW�UHVXOWV��³/´�DQG�³'´�IRU�WKH�&KDPEHU�FROXPQ�UHSUHVHQW�OLJKW�DQG�GDUN�FKDPEHUV��
UHVSHFWLYHO\��³0��DHUXJ�´�LV�WKH�FRQFHQWUDWLRQ��FHOOV�P/-1) of Microcystis aeruginosa measured in a water sample prior to the deployment. 
³&KDPE��9RO´�FRUUHVSRQGV�WR�WKH�WKDW�YROXPH��L) of that benthic chamber back calculated from the injection of the bromide tracer. All 
fluxes are in units of µmol m-2 day-1 except for microcystin toxins which are units of µg m-2 day-1. The residence time LV�LQGLFDWHG�E\�³7DX´�
and is calculated using the ambient bottom water concentration measured immediately prior to the deployment and using a constant 
ZDWHU�GHSWK�RI�����P��7KH�³(UU´�FROXPQ�LPPHGLDWHO\�DIWHU�HDFK�FROXPQ�LQGLFDWHV�DVVRFLDWHG�HUURUV�SURSDJDWed from the line fitted 
through the time series concentration changes (from Figure 3B-����ZLWK�³1$´�LQGLFDWLQJ�WKDW�QR�HUURU�ZDV�FDOFXODWHG�EHFDXVH�RQO\�WZR�
GDWD�SRLQWV�ZHUH�XVHG��9DOXHV�RI�³1$´�IRU�UHVLGHQFH�WLPHV�LQGLFDWH�WKDW�HLWKHU�QR�IOX[�GDWD�ZDV�GHWermined or that the ambient bottom 
water concentration was below detection limits. Negative residence times indicate that the sediments are a sink for that analyte, instead of 
a source.
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Figure 3B-4: Time series of calculated fluxes for light (open circles) and dark (closed square) 
incubations. The bottom plot displays ambient bottom water M. aeruginosa cells in samples 
collected just prior to the lander deployment. 
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Residence times were calculated assuming the fluxes were diluted into a 3 m tall by 1 m2 footprint water 
column (an approximation of the depth at Site L001 and much of wider lake; Table 3B-2). The ambient 
bottom water concentration measured prior to the deployment was multiplied by this water column 
volume (3,000 L i.e. 3m3��WR�GHULYH�WKH�WRWDO�QXPEHU�RI�ȝPRO��WKHQ�GLYLGLQJ�E\�WKH�IOX[�LQ�XQLWV�RI�ȝPRO�
m-2 day-1 to obtain the residence times in days. The negative sign while not technically meaningful is left 
to indicate the direction of the flux (negative means the sediments are consuming the analyte). While the 
residence times associated with individual measurements are variable, the averages (Table 3B-3) are more 
easily interpretable. Because of the disconnect regarding nitrogen speciation, i.e. the dominance of NH4

+ 
as the fluxing component but the dominance of NO3

-+NO2
- in the water column, DIN is the most 

appropriate choice for considering residence times. The residence times of DIN and SRP are on the order 
RI�a��GD\V�DQG�����GD\��UHVSHFWLYHO\��VXJJHVWLQJ�D�IDVW�WXUQDURXQG�GXH�WR�ELRORJLFDO�XWLOL]DWLRQ�RU�PLQHUDO�
interactions. Iron fluxes indicate that the iron is cycled on the order of 1 to 2 months but that the 
sediments can serve as both a source or a sink, although high associated errors suggest the negative 
(sediments as a sink) may not actually be the appropriate interpretation of the data. Oxygen fluxes 
behaved as expected, suggesting that the sediments will consume the entire water column O2 inventory on 
the order of a week, with the dark chamber results suggesting that a lack of benthic photosynthesis to 
some extent buffers this water column inventory. DOC residence times are on the order of a few months; 
despite large sediment fluxes of DOC, the water column already contains a very large inventory of DOC 
that is presumably of a low biogeochemical lability. Org-N fluxes were on the order of 2 months to ~2 
years, again signifying a large water column inventory. Finally, microcystin toxin residence times were 
highly variable when all incubations are considered, with residence times between approximately 1.5 
months for the light chamber and 6 months for the dark chamber when averaged. However, for the 
individual incubations in which the toxins were demonstrated to accumulate, results are more reasonable, 
with residence times on the order of 3-12 days with respect to the entire L001 water column. 

 
Table 3B-3: Average residence times for analytes in light and dark chambers. There is significant 
variability with many analytes, and thus it is recommended that the results for individual 
incubations be examined in the context of other factors, such as M. aeruginosa ambient bottom 
water cell concentrations. 
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DISCUSSION 
 
Overall utility of data: The data presented represents work corresponding to one year of activity and only 
a half-year of deployments. The lander represents innovative technology typically used for the 
oceanographic environment but now applied to a much more dynamic lake system that presents specific 
challenges. The task results were successful with respect to the expectations of the scope of work, but the 
information extractable from individual deployments should be considered in a greater context. Flux 
measurements, however, were affected by an inability to filter samples prior to the introduction into the 
syringes. Oceanographic systems do not attempt to filter during sample collection, so this need was not 
anticipated. One of the main limitations of this, however, is that biological activity does not stop in the 
syringes once the samples are collected. Additionally, the presence of biological organisms in the bottom 
waters during the deployments at concentrations greater than in the marine environment also limits the 
validity of WKH�³IOX[HV´�DV�VHUYLQJ�DV�D�WUXH�UHSUHVHQWDWLRQ�RI�WKH�DFWXDO�EHQWKLF�IOX[��,QVWHDG��ZH�PXVW�
consider the results in a complicated context in which 1) nutrients fluxing from the sediments may be 
rapidly assimilated or transformed upon crossing the sediment-water interface, thus limiting their 
accumulation in the chamber and thus sample syringes; and 2) nutrients, once aspirated in the syringe, 
may undergo additional transformation until processing via filtration in the lab. 
 
One approach for analyzing the validity of the data is by comparing the fluxes of individual analytes 
using covariate plots (Figure 3B-5) and statistics (Table 3B-4). The data points are further discriminated 
(data point colors) according to the ambient bottom water M. aeruginosa concentrations to determine if 
biological processes occurring within the benthic chamber incubations themselves could be affecting 
results. This approach yields very important information in that 1) the fluxes of various analytes do 
indeed correspond to one another (i.e. covary), demonstrating the validity of the overall approach; and 2) 
biological processes do appear to affect nutrient accumulation. For example, NH4

+ accumulation is 
limited in the presence of higher M. aeruginosa cell counts (Figure 3B-5); in fact, very little NH4

+ 
accumulation is evident at the highest cell counts, suggesting that the organisms are indeed consuming 
this nutrient in the benthic waters as fast as it fluxes. 
 
Data interpretation: Compared to the reference lines for the expected nutrient release assuming the 
Redfield Ratio (106 org-C&O2:16 N:1 P), the data demonstrates consistent trends (Figure 3B-5). The 
observed O2 fluxes tended to exceed those of inorganic and organic N and DOC. Considering that M. 
aeruginosa grown under non-nutrient limiting conditions is enriched in N relative to the conventional 
Redfield ratio (78C : 15N : 1P; Tsukada et al. 2006), then we would expect that nitrogen fluxes should 
instead exceed O2 fluxes whether the observed nutrient changes in the chamber were caused by their 
benthic remineralization or due to sediment fluxes. Instead, the relatively higher apparent sediment O2 
demand suggests that some portion of the O2 is instead reoxidizing chemically reduced analytes in the 
sediments, or that some of the fluxing NH4

+ is being assimilated. The high sediment oxygen demands are 
indicative of high rates of remineralization of a cumulatively reduced sedimentary environment that has 
been subject to decades of eutrophication. The best correlation observed between all analytes is between 
NH4

+ and O2 (Table 3B-4), suggesting that that benthic remineralization is driving ammonium production 
and thus a nutrient source to the water column. 
 
The short residence times of DIN suggests that the sediments are an important nutrient source. 
Normalized to the Redfield ratio, DIN fluxes exceeded those of org-N, especially in the light chamber. 
However, Normalized DIN fluxes were relatively less than those of DOC. If we consider that DOC is 
perhaps the most conservative of the measured analytes, i.e. it is the least likely to react, then this suggests 
that both DIN and org-N are being consumed in the benthic chamber. Overall, these findings highlight the 
importance of these bottom water processes in governing nutrient dynamics and suggest that M. 
aeruginosa may be assimilating nutrients in the benthos, including org-N. Additionally, the observation 
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of apparent nitrification in the benthic chamber does shed light on the competition for NH4
+ between 

nitrifying organisms and M. aeruginosa assimilation. 
 
SRP did not consistently accumulate in the incubations, and the sediments were sometimes a sink for 
SRP. This is consistent with previous findings that demonstrate that SRP fluxes are most evident under 
anoxic conditions but that resuspended particulates can also scavenge SRP from the water column. In two 
incubations, an increase in SRP was evident in the last collected syringe, suggesting that a critical O2 
threshold was reached, despite O2 concentrations not being fully depleted. The onset of SRP fluxes upon 
O2 depletion is rapid in both sediment core incubations and observed in site in Lake Erie, another M. 
aeruginosa affected system (Anderson et al. 2021). Similarly, dissolved iron also displayed this 
inconsistent behavior, probably due to similar mineral-associated processes. However, our results 
demonstrate the importance of monitoring the total concentrations of dissolved iron, not just the reduced 
form which is often mistakenly assumed to be the only soluble component. 
 
Microcystin toxins did accumulate in some chamber incubations, and more so when M. aeruginosa was 
present in the bottom waters (Figure 3B-6). The purpose of supplementing these measurements as part of 
the project was to determine if the sediments were a potentially long-lasting source of toxins to the water 
column and thus affecting ecological health. However, we cannot conclusively answer this question due 
to biological activities within the sediments. We do note, however, that we apparently do not observe a 
significant microcystin toxin flux in the absence of M. aeruginosa in the ambient bottom waters (when 
cells mL-1 < 14k). The observed increases in toxins in the presence of M. aeruginosa suggests that either 
1) the cells are producing toxins directly in the benthic chamber; or 2) the current or recent presence of 
cells does result in the accumulation of sediment toxins and thus a benthic flux. In some oceanographic 
studies of contaminants that have a relatively low benthic flux intensity, chamber incubations are 
extended longer than typical (i.e. several days) with artificial aeration (to limit induced hypoxia). This 
may be necessary in the case of HAB toxins. 
 
Although not presented here, we also monitored fluxes of colored-dissolved organic matter (CDOM) as 
part of a coordinated NASA project. Diffusive fluxes are evident, indicating that the sediments may be an 
important control on regulating water clarity not just via the resuspension of particulates but also via 
persistent diffusive fluxes. Further, preliminary data suggests that both organic matter and associated 
complex dissolved iron both contribute to the absorption signal. 
 

 
CONCLUSIONS AND FUTURE WORK 

 
Overall, more data interpretation is needed to fully interpret these results. The time series fluxes were 
only derived for the period of Jun.-Oct. 2021, which does not provide for enough data to truly interpret 
the seasonal dynamics. Perhaps more concerning is that there will always be some element of ambiguity 
given that the samples could not be filtered in situ. We can still draw several conclusions from the data, 
especially in regard to the relative accumulation of specific analytes with respect to others monitored 
during the same incubation, however: 

x The sediments are an important sink for dissolved O2 and are able to consume the entire water 
column inventory within several days to a week. This highlights the importance of vertical 
ventilation in maintaining oxygenated conditions. 

x Microcystin toxins do accumulate in bottom waters when M. aeruginosa cells are present, and 
existing water column toxins potentially even decrease (via adsorption onto suspended material) 
at low cell concentrations, although we cannot directly discriminate between new toxin 
production and sediment inputs with this instrumentation. 
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x Benthic nutrient uptake is substantial, so much so that several thousand cells mL-1 RI�³WUDSSHG´�
M. aeruginosa can consume almost all fluxing DIN over the course of a half-day. 

x Phosphate does not consistently accumulate in the bottom waters due to diffusive sediment 
fluxes, so resuspension is probably the most important process for delivering sediment SRP to the 
water column. 

x Even with very little light reaching the bottom waters at site L001, we do observe differences in 
the dark and light incubations with respect to O2, nutrient, and toxin dynamics. There is subtle 
evidence that nutrient uptake is more substantial in dark incubations (compare the org-N vs. DIN 
flux plots in Figure 3B-5), suggesting WKDW�WKH�FHOOV�DUH�³SULPHG´�WR�XSWDNH�QXWULHQWV�Xnder dark 
conditions at night (consistent with vertical migration signals in Task 2D).  

 
Improvements to the lander system are being currently undertaken as part of a separate project, and we 
hope to employ the modified system for the HALO project in the future. Specifically, the pumps are being 
replaced with a stronger version that can pump fRU�ORQJHU�SHULRGV�RI�WLPH�ZLWKRXW�³EXUQLQJ�RXW´��,Q�
ODERUDWRU\�WHVWLQJ�ZLWK�FROOHFWHG�/DNH�2NHHFKREHH�ZDWHU��ZH�GLG�DWWHPSW�WR�XVH�����ȝP�*))�ILOWHUV�LQ�OLHX�
RI�WKH�����ȝP�ILOWHUV�WR�DW�OHDVW�SURYLGH�VRPH�OHYHO�RI�ILOWUDWLRQ��DOWKRXJK�WKHVH�ZHUH�VWLOO�QRW�adequate as 
only a few mL of sample was successfully filtered. We may also implement a multi-stage filtration 
system in future lander iterations. One advantage of using GFF filters would be to allow the collection of 
particulate material in the chamber, thus potentially providing insights into changing nutrient contents of 
the cells as well as information regarding their metabolic conditions (whether nutrient enriched or 
depleted at certain times of the year). Additional syringes (i.e. more than 5x per chamber) could help with 
LQWHUSUHWLQJ�GDWD��DV�HYHQ�D�VLQJOH�³EDG´�FROOHFWLRQ�FDXVHG�E\�D�IOXLGLF�OHDN�FRXOG�FRPSURPLVH�WKH�HQWLUH�
data set when interpreting results and fitting fluxes. Perhaps most importantly, we are designing a new 
lander capable of long-term deployment and multiple measurements of sediment fluxes, e.g. several per 
week for as long as one month. The development of this new system was motivated specifically by the 
demands of this project, specifically the highly dynamic system. Whereas oceanographic systems can 
SURYLGH�VXIILFLHQW�LQIRUPDWLRQ�ZKHQ�GHSOR\HG�LQ�D�³RQH-RII´�VHDVRQDO�FDSDFLW\��LW�LV�REYLRXV�WKDW�D�PXFK-
improved temporal resolution is required for a system such as Lake Okeechobee. Finally, the new lander 
will be capable of conductinJ�³DPELHQW´�ZDWHU�LQFXEDWLRQV�WKDW�DUH�LVRODWHG�IURP�WKH�VHGLPHQWV��%\�
accounting for these background changes, e.g. by subtracting ambient incubation results from typical 
incubations conducted in contact with sediments, it may be possible to deconvolute the respective benthic 
boundary layer biogeochemical vs. sediment flux processes. 
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Figure 3B-5: Flux correlations for Light (circles) and Dark (squares) incubations, colored by the 
corresponding bottom water Microcystin toxins (see colorbar in the bottom-most figure panel). The 
reference line corresponds to the concentrations expected based on Redfield Ratios, i.e. 
O2/NH4

+=6.6; O2/org-N=6.6; NH4
+/org-N=1; DIN/org-N=1;  O2/DOC=1; O2/SRP = 106; and 

DOC/org-N=6.6. 
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Figure 3B-6: Microcystin toxin fluxes as a function of ambient bottom water M. aeruginosa cell 
concentrations for Light (circles) and Dark (squares) incubations. The y-axis error bars are the 
standard error of the line fitted through all five of the microcystin toxin concentration data points 
as measured in the syringe samples. 
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Table 3B-4: Pearson Correlation Coefficients and p-values for calculated nutrient fluxes. 

Combined Light and Dark chamber fluxes 

 
Light chamber only 

 
Dark chamber only 
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TASK 3C: CONTINUOUS IN SITU SEDIMENT REDOX MONITORING  
(TASK LEAD: BECKLER) 

 
INTRODUCTION 

 
While Task 3A and 3B provide discrete single time point measurements of sediment inventories and 
fluxes, few, if any, geochemical techniques in existence provide long term, sustained measurements of 
sediment conditions. It is well known, for example, that sediment redox conditions can affect not only the 
favorability of biogeochemical reactions, but also the release of nutrients to sediment pore waters and thus 
the potential for subsequent diffusive and resuspension fluxes. We therefore tested and then deployed an 
innovative, continuous, in-situ sediment electrochemical monitoring package several times at the lake. 
The electrochemical analyzer continuously operates four electrodes positioned at fixed-depths, originally 
targeting the benthic boundary layer, 1 cm deep, 4 cm deep, and 8 cm deep. By providing both depth- and 
time-resolved data, the sensors provide a general indication of the redox environment and could reveal 
variations in microbial respiration processes as affected over short time scales by diel and hydrodynamic 
processes, or changes induced by variability in benthic water column dissolved O2 concentrations. A 
previous generation system was previously deployed Lake Champlain and demonstrated diel variability, 
with enhanced chemical reducing conditions at night and during HAB presence (Smith et al. 2011). 
Typical redox measurements employ a simple platinum electrode and only measure the redox potential 
DQG�WKXV�WKH�³OLNHOLKRRG´�RI�D�FHrtain respiratory regime, whether it be an aerobic, metal-reducing, or 
sulfidic environment. Instead, using a different electrochemical technique, i.e. voltammetry with a 
mercury amalgam functionalizing a gold electrode (i.e. the mercury coating mediates the electrochemical 
reactions), the employed system was capable of conducting a series of scans to collect specific analyte 
concentration at each electrode on the order of every 20 minutes. This is a similar system that was used in 
Task 3B to monitor redox active metabolites (mainly dissolved O2) undergoing changes within the 
benthic flux chambers.  
 
In voltammetry, the current of a redox reactive analyte is recorded at a counter electrode as a function of 
time as the potential at a working electrode in contact with an electrolyte is varied relative to the potential 
of a reference electrode. The development of solid-state Au microelectrodes with Hg amalgam (Brendel 
and Luther, 1995) offers a particularly useful window for environmental chemistry as numerous redox 
active species undergo electron transfer within the 0 to -2.0 V window. Specifically, the system measures 
dissolved oxygen, O2(aq); hydrogen peroxide, H2O2; soluble organic-Fe(III) complexes, org-Fe(III); 
dissolved iron(II),  Fe(II)volt; aqueous iron sulfide clusters, FeS(aq); dissolved manganese(II), Mn2+; 
thiosulfate, S2O3

2-; and total dissolved reduced sulfur species (i.e. hydrogen sulfide: 6H2S=H2S+HS-+S2-, 
elemental sulfur: S8

(0);  and polysulfides: Sx
2-) (Meiggs and Taillefert, 2011). At each electrode, a range of 

potentials is scanned (-0.1 to -1.8V) and measured increases in current correspond at certain pre-
established, calibrated potentials correspond to each of the above analytes. This powerful technique is one 
of the only in situ long-term sediment monitoring system in existence. It is theoretically possible to 
PRQLWRU�WKH�SURJUHVVLRQ�RI�WKH�³UHGR[�VZLWFK´�SRWHQWLDOO\�UHVSRQVLEOH�IRU�FRQWUROOLQJ�VHGLPHQW�QXWULHQW�
fluxes, i.e. the onset of anaerobic conditions (evidenced directly by O2 depletion in benthic boundary 
layer), the subsequent dissolution of sediment minerals (evidenced directly by Mn and Fe detection) and 
the release of oxide mineral-associated phosphate. Ultimately, this system could provide innovative 
insights into benthic-water column coupling processes, with data that can eventually be used to improve 
knowledge of biogeochemical processes and initialize models. At the very least, the system should 
provide information about the dominant respiratory process in sediments. 
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METHODS 
 
Two low-cost electrochemical analyzer systems were purchased from Analytical Instrument Systems, Inc. 
(AIS ISEA-X). One unit was equipped with a larger battery pack to allow longer term measurements on 
the order of 1 month, while the other smaller system had a battery capacity of approximately one week 
with continued operation. The larger unit was primarily used in the laboratory, while the smaller unit was 
used for laboratory testing and for Task 3B benthic chamber monitoring. A small lander was constructed 
to allow the deployment of the ISEA-X via hand-ORZHULQJ�LQWR�SODFH�IURP�WKH���¶�ERDW��DQG�GLYHUV�ZHUH�
used to physically then insert an array of the four electrodes into the sediments at a pre-determined depth 
intervals. Electrode preparation is described below. The electrodes were affixed to the array with zip ties, 
and the base of the array was physically marked with large zip ties that served as a reference point that the 
GLYHUV�ZRXOG�EH�DEOH�WR�³IHHO´�ZKLOH�LQVHUWLQJ�LQWR�WKH�VHGLPHQWV�WR�Hnsure the array was inserted to the 
ideal depth so that each individual electrode would ultimately be operating at the targeted depth during 
the deployment. Two arrays were used: 1) the first array consisted of a single PVC stake to which 
electrodes were mounted at various depths; and 2) due to concerns with disruptions to the sediments 
caused by this larger stake, a freestanding PVC array with four separate locations for mounting electrodes 
vertically, at different heights, so that no single electrode affects the sediments around the others. On 
several deployments without divers, the electrodes were instead affixed directly to the lander frame, 
typically two electrodes on the top of the frame (benthic boundary layer) and two on the side of the lander 
feet that would instead enter the sediments, although the exact depth could not be determined. We also 
FRQGXFWHG�ODERUDWRU\�WHVWLQJ�LQ�ZKLFK�D�³EXQGOH´�RI��-electrodes was inserted several cm into the 
sediments to analyze the electrode inter-variability and microheterogeneity of the sediment system.  
 
The ISEA-X was preprogrammed with sequence for all deployments that cycled a series of voltammtric 
scans at all four electrodes in series. The sequence was pre-programmed to start at a certain time, 
typically ~10-20 minutes after deployment to be conservative, as operation in the air would destroy the 
Hg amalgam. At all times during the deployment, any electrode not currently running scans is subject to a 
holding potential at -0.9 V to prevent memory effects and elecWURGH�³SRLVRQLQJ´�IURP�K\GURJHQ�VXOILGH���
Dissolved O2(aq) is typically measured by scanning the potential linearly at a constant rate using linear 
sweep voltammetry (LSV), ideal for non-reversible reactions (Brendel and Luther, 1995). Other redox 
species are typically detected by square-wave voltammetry (SWV), as good detection limits and high 
selectivity allow for the measurement of a variety of redox species simultaneously using this technique, 
particularly those that have some degree of reversibility (e.g. metals) (Luther et al., 2008). Finally, 
ASWV scans are added but are typically only useful if hydrogen sulfide is expected in high 
concentrations; which is not the case in the lake although it is periodically detected in sediment cores in 
Task 3A. The electrochemical data was processed directly by the manufacturer AIS, Inc via a proprietary 
technique. For some deployments, thousands of scans were generated. The scans were smoothed and a 
curved baseline subtracted from each scan, and the peak potentials, heights, and areas calculated after a 
fitting routine. Data discrimination is sometimes challenging due to peak convolution, thus this service 
proved to be invaluable. The manufacturer is working towards a fully automated processing routine for 
future related work.  
 
The electrodes themselves are manufactured by AIS. Briefly, the working electrodes consist of PEEK 
plastic encasing a gold wire and filled with marine grade epoxy. In our lab, we first polish the electrode 
surface using four successively finer grits of diamond paste, so a lower limit of 250 nm. Then, we 
electrodeposit Hg(II) onto the electrode by applying a potential of -0.1 V (relative to Ag/AgCl reference 
HOHFWURGH��IRU���PLQXWHV��IRUPLQJ�D������P�GLDPHWHU�PHUFXU\�³EHDG´��7KH�HOHFWURGHV�DUH�When polarized 
by applying -9.0V in a solution of 1 M NaOH. The electrodes are stored in deionized water for up to 1 
week prior to use, although calibrations are ideally performed within 48 hours of use. For use in Lake 
Okeechobee, two-point calibrations were performed for O2 determination: both nitrogen degassed, and 
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air-saturated filtered lake water, while recording the temperature to allow calculation of the corresponding 
molarity, which can be compared to the measured current height (the independent variable). For all other 
DQDO\WHV��WKH�³SLORW�LRQ´�WHFKQLTXH�ZDV�XVHG��ODNH�ZDWHU�LV�DPHQGHG�ZLWK�ILYH�FRQFHQWUDWLRQV�RI�0Q2+ (as 
MnCl2) to determine the Mn2+ VHQVLWLYLW\��PHDVXUHG�Q$�ȝ0���ZKLFK�LV�WKHQ�PXOWLSOLHG�E\�D�VXLWH�RI�
literature constants to determine the sensitivities for the other analytes. However, due to the potential for 
the measured current to be affected by chemical complexation, the technique is only semi-quantitative for 
Fe2+ and organic-Fe(III) in organic rich waters such as Lake Okeechobee, while FeSaq is always semi-
quantitative due to the everchanging nature of its stoichiometry and phase (colloidal vs. soluble). Finally, 
other unknown current signals have been previously observed and are thus also only qualitative until their 
future identification. 
 

 
ACTIVITIES SCHEDULED vs. COMPLETED 

 
A total of four deployments were scheduled, each being a week or more in duration and to be conducted 
seasonally. Overall, the approach yielded extremely insightful results, but the overall goal of continuous 
LQ�VLWX�PRQLWRULQJ�WRZDUGV�D�IXOO\�³RSHUDWLRQDO´�VHQVH�ZDV�QRW�PHW��8QIRUWXQDWHO\��D�VLJQLILFDQW�SUREOHP�
affected the earliest deployments that required substantial troubleshooting. The sensor was tested in 
several lab and field tests ranging from 24 to 72 hours beginning in Fall 2020, and the tests generated 
UHSURGXFLEOH�VFDQV�DQG�³ORJLFDO´�GDWD��%HFDXVH�WKH�VHQVRU�ZDV�D�SURWRW\SH�ZKHQ�UHFHLYHG��KRZHYHU��D�
simple fix to overcome a software bug (related to polarity) required manually configuring the sensor (on 
our end) with a holding potential of positive (+) 0.90 V in order to actually apply the desired negative (-) 
0.90 V, that is required to limit electrode fouling. This situation was known to all parties and was not 
problematic. However, when beginning deployments in the lake, we received an updated sensor for which 
WKLV�EXJ�ZDV�QRZ�IL[HG�EXW�ZHUHQ¶W�UHOD\HG�WKLV�LQIRUPDWLRQ��7KHUHIRUH��WKH�ILUVW�WZR�ILHOG�GHSOR\PHQWV�
were compromised as we deployed the sensors and were now actually applying +0.9 V, which causes 
rapid electrode degradation by essentially destroying the mercury amalgam. Because of the previous 
VXFFHVVHV�GXULQJ�WHVWLQJ��WKH�GLIILFXOW\�RI�DQG�PDQ\�VWHSV�LQYROYHG�ZLWK�SUHSDULQJ�³JRRG´�HOHFWURGHV�
(approximately a half day to prepare and calibrate four electrodes), the potential for contamination or the 
destruction of the amalgam, and many other potential sources of problems in the field, it is logical to 
assume the electrodes were just of poor quality. Indeed, this technique, while powerful, is notoriously 
non-robust and only ~75% of electrodes typically reveal useable post-deployment, and often less with 
inexperienced operators. After the second deployment (3/25/21 to 4/29/21) also demonstrated rapid 
electrode degradation, we conducted an informal lab test with a single electrode in early May in a beaker 
of 0.1 M NaCl water to determine if it was just an issue specific to Lake Okeechobee, e.g. caused by 
organic loading. Because the electrode again degraded rapidly (within 24 hours), we carefully revisited all 
system settings, inquired with the manufacturer about the polarity issue, and received the news that the 
bug had been fixed by the manufacturer, essentially explaining our problems.  
 
Finally, we conducted a laboratory test with four electrodes using Lake Okeechobee water in May and 
achieved the high-quality data that was expected. The next field deployment (5/27/21-6/15/21) was 
SDUWLDOO\�VXFFHVVIXO��ZLWK�RQO\�WZR�RI�WKH�IRXU�HOHFWURGHV�SURYLGLQJ�³JRRG´�GDWD��DOWKRXJK�ZH�ZHUH�XQDEOH�
to determine the cause of the problems. We attempted another deployment two days later beginning 
6/17/21. The sensor was relayed to the divers that morning by leaving on the L001 tower unattended for 
~90 minutes, rather than a direct hand-off. However, the system was flooded upon retrieval on 7/28/21. 
We were not able to determine the responsible party, which could have been caused by a manufacturers 
defect in the housing (Blue Robotics), rough handling during the diver-deployment (there was no reason 
to suspect this was the case), or possibly warping of the housing or o-rings due to heating during the 90 
minute transfer period to the divers. Fortunately, the manufacturer did replace the instrument at no charge, 
although the new instrument was not received until mid-September. We did conduct a 5-day long 
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laboratory test in August which is probably the most successful data generated from this task to date. We 
were unable to deploy the system in October as planned due to a staffing problem. Overall, we did 
WHFKQLFDOO\�PHHW�WKH�³QXPEHU�RI�GHSOR\PHQWV´�UHTXLUHPHQWV�IRU�Whis system and conducted extensive 
troubleshooting and laboratory testing (Table 3C-1). However, we are not satisfied with the overall level 
of success to date relative to the overall potential of this sensor system to provide impactful data for the 
lake. We therefore aim to continue to deploy the system in the lake as part of the new Tasks planned for 
Amendment #3, particularly the Task 9 ³&RPSUHKHQVLYH�ILHOG�ZHHNV´��DOWKRXJK�WKLV�LV�QRW�IRUPDOO\�
promised in the Scope of Work as we are uncertain about staffing and logistical resources given the 
otherwise intensive work planned. For brevity, only results for successful and scientifically impactful 
testing and deployments are presented in the remainder of this task report. Raw or processed data 
associated with other testing is archived and is available upon request. 
 
Table 3C-1: Deployment and lab testing activities for this Task. 

Deploye
d 

Retrieve
d Site 

Method 
deployed 

Method 
retrieved 

Actual 
monitoring 

duration 
Quality / Data 

status 
Photos

? 
9/3/20 9/4/20 Gulf 

of 
Mexic
o blue 
hole 

Strapped 
to lander  
of 
leveraged 
project 

Winch 24 hours High quality 
time series. 

no 

12/16/20 12/16/20 Lake 
O 
L001 
water 
colum
n  

Strapped 
to lander 

Winch 8 hours No data, 
instrument did 
not start due to 
programming 
(operator error) 

yes 

2/26/202
1 

3/23/2021 L001 Diver diver-less *Approx. 14 
days (scans 
for 
2/24/2021 - 
3/10/2021 
only) 

Rapid electrode 
degradation, 3 of 
4 electrodes 
scans were 
deemed unusable 
for deployment 
period 2/26/2021 
- 3/23/2021. 
Only Cyclic 
Voltammograms 
as square waves 
scans 
compromised. 

yes 

3/25/202
1 

4/29/2021 L001 diver-less 
electrodes 
attached 
to lander 
frame/legs 

diver-less Approx. 32 
days (scans 
for 
3/25/2021 - 
4/25/2021 
only) 

Rapid electrode 
degradation 

yes 

5/4/21 5/10/21 Lab 
test 

Electrodes 
in beaker 
of NaCl 
VRO¶Q� 

benchtop 5 days Rapid electrode 
degradation. 
Shortly after, 
realized was 

no 
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caused by 
software settings 

5/12/202
1 

5/17/2021 Lab 
test 

Electrodes 
in beaker 
of Lake O 
water 

benchtop Approx. 5 
days 
(5/12/2021-
5/16/2021) 

Dissolved O2 
data is high 
quality and is 
processed. 

yes 

5/27/202
1 

6/15/2021 L001 diver diver-less Approx. 16 
days (scans 
for 
5/27/2021 - 
6/11/2021 
only) 

Electrodes 2 & 4 
appear OK for at 
least 3 days. 
Other electrodes 
not great - must 
investigate. 

yes 

6/17/202
1 

7/28/2021 L001 diver diver-less Unknown; 
SD card 
corrupted 

Instrument was 
flooded upon 
retrieval - 
waterproof 
housing failed. 

yes 

8/13/202
1 

8/18/2021 Lab 
test 

Electrodes 
in 
sediment 
core taken 
same day 

benchtop 5 days Electrode 
overlays; Data is 
high quality. 

yes 

 
 

RESULTS & DISCUSSION 
 
The initial deployments were conducted using the small lander frame with the ISEA-X, with the electrode 
cable connected to electrodes individually mounted at various depths to a single PVC stake that was 
inserted by diver into the sediments (Figure 3C-1). The electrodes from the deployment conducted on 
2/26/21 rapidly degraded due to the programming issues described in the previous section. However, the 
first few hours of the deployment did generate useable data, but only for the cyclic voltammetry scans and 
not for the more desirable square wave scans due to a programming error (Figure 3C-2). Specifically, the 
sensor-monitored current range was mistakenly set to 100 µA instead of 100 nA, thus the range was far 
too large to discriminate between smaller peaks��7KH�GDWD�WKDW�ZDV�FROOHFWHG�ZDV�³ORJLFDO´�DQG�GLG�
demonstrate dissolved O2 in the benthic boundary layer electrode, no O2 but dissolved Mn2+ at 2 and 6 cm 
deep, and no O2 and no other analytes at 14 cm deep. Surprisingly, there was no dissolved iron detected as 
was the case in the Task 3A voltametric profiles collected in lab cores (albeit in low concentrations); 
however, the winter was overall a period of relatively low detected Fe, probably due to high resuspension 
activity and thus iron reoxidation and precipitation processes. Unfortunately, the Task 3A sediment core 
voltametric profile data exists for only dates sandwiching this Feb. 2021 Task 3C deployment (i.e. Dec. 
2020 and Apr. 2021), so we cannot directly compare the in situ (Task 3C) vs. laboratory (Task 3A) 
conditions; however, from a geochemical sense this Task 3C data does overall support that this is a 
period of low iron-solubilization activity and thus also low dissolved phosphate release. 
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Figure 3C-���7KH�³PLQL-ODQGHU´�XVHG�WR�GHSOR\�WKH�,6($-X and the single electrode array with four 
electrodes mounted at various depths (PVC stake). 

 
 

 
 
Figure 3C-2: Example cyclic voltammetry scans from each of the electrodes from the beginning of 
the deployment started Feb. 2021. Evidence of dissolved O2 presents at -0.9 V (this is actually a 
peak caused by hydrogen peroxide reduction that serves as a proxy because the peroxide is formed 
from the reduction of O2 at the electrode surface), while dissolved Mn2+ presents via the small 
inflection peak at -1.5 V. More negative (left) of -1.6V, the increase in current is due to the 
reduction of Na+ LRQV�DW�WKH�PHUFXU\�VXUIDFH�DQG�LV�WKXV�WKH�OLPLW�RI�WKH�³ZLQGRZ´�IRU�HOHctrode use 
in this lake system. 
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Because divers were unavailable to assist with the field deployment activities in March 2021, the 
electrodes were instead attached directly to the lander frame (Figure 3C-3). The instrumentation was 
immediately redeployed (i.e. on 3/23/21) with freshly prepared electrodes. Two electrodes should have 
entered the surface sediments as they are attached to the lander legs, and two should have been in the 
benthic boundary layer approximately 10 and 20 cm from the sediment-water interface, respectively. The 
data was of low quality, and thus led to laboratory testing. 
 

 
Figure 3C-���7KH�³PLQL-ODQGHU´�EHLQJ�GHSOR\HG�ZLWK�WKH�,6($-X and the electrodes individually 
attached to the lander frame. 

 

In May, the 5-day test of four electrodes operating in a beaker of Lake Okeechobee water after making 
the major correction to the system programming revealed data of extremely high quality (Figures 3C-
4&5). The data demonstrates that dissolved O2 concentrations were relatively constant over a period of 
five days, with slight differences mirrored between electrodes and probably caused by laboratory 
temperature variability. However, one electrode (Elec 3) did experience a drastic current decline after ~24 
hours ± it is not known what caused this. Fortunately, these types of problems are obvious when 
analyzing data so can be removed or corrected for. Overall, however, the system was considered 
optimized at this point of the task timeline. 
 
The system was deployed on 5/27/21, this time with a new electrode array (Figure 3C-6) but the electrode 
data was only high quality for a few days and only at two of the four electrodes (Figure 3C-7). It was not 
determined why this was the case, but it is possible that the issues lie with either poor electrodes, a greater 
distance between the working, reference, and counter electrodes than in a beaker or in sediment cores (see 
test below), or some other in situ factor to be determined. The deployment did reveal for the first time the 
intensity of iron solubilization as evidenced by dissolved Fe(II) and organic-Fe(III), as well as other 
species thought to be associated with the microbial reduction of dissolved iron. The detection of these 
analytes forms the rationale behind this overall task- it is plausible that more dissolved phosphate is 
released and accumulates in pore waters at depths at which these processes are occurring. We also 
detected a sulfur-containing species, likely attributable to either hydrogen sulfide or to some organic-S 
redox active analyte such as thiols thought to be involved in the overall reduction of iron oxides by iron-
reducing microbes. Indeed, the Task 3A sediment core electrochemically profiled from April, 2021 also 
demonstrated the presence of this hydrogen sulfide, suggesting that this is a period of intense respiration 
(caused by the onset of warmer temperatures) of organic material accumulated over the previous winter. 
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Figure 3C-4. Time series scans from four electrodes from the week-long laboratory experiment with 
oxygenated lake water.  

 

 
Figure 3C-5. Time series data from the scans in Figure 3C-4. Electrode scans are highly 
reproducible, and the peak heights can be converted to concentration and plotted as a function of 
time. 
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Figure 3C-6: The new electrode array deployed to ensure the electrode insertion does not affect 
other electrodes. Notice the electrodes are individually mounted on the 4x vertical extension lengths 
in the center of the array. 

 

 
Figure 3C-7. Time series data from the 5 cm depth electrode from the 5/27/21 deployment, with the 
individual hour of the measurement represented via different colors. 

 

The instrument flooded during the next deployment on 6/17/21, so instead subsequent tests were 
conducted using the spare smaller ISEA-X in a laboratory sediment core collected from site L001 (Figure 
3C-8). This smaller ISEA-X is normally affixed to the larger Task 3B benthic lander for use in 
monitoring the benthic incubation chambers over time. For this experiment, the four rod-shaped 
electrodes were tightly bundled to form a single 4-electrode probe approximately 5 mm in diameter, and 
this combined electrode probe was inserted approximately 5 cm below the sediment surface, with scans 
collected over a period of five days (Figures 3C-9&10). All four electrodes generated high quality data 
during the entire period, with evidence of all four of the voltammetrically-measured analytes observed in 
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the 5/27/21 deployment (Figure 3C-7). This suggests that these iron solubilization-linked analytes are 
pervasive throughout the sediments over the spring and summer, also supported by the Task 3A 
electrochemical profile data. The time series data from the lab test demonstrates several important 
findings: 1) The presence of these microbial iron-reduction linked analytes; 2) their gradual production 
over time (i.e. not stark sudden increases), suggesting that there is indeed true production or consumption 
over time; 3) high inter-electrode variability of the relative peak heights during the time series, suggesting 
a high degree of fine-scale heterogeneity; and 4) similarly, a lack of consistent patterns in the relative 
production of the four individual analytes between the four electrodes, i.e. different regimes in which the 
microorganisms in different sediment areas are producing the various intermediates involved in the 
solubilization and respiration of iron oxides. 
 

 
Figure 3C-8. Experimental setup for testing the reproducibility of the 4-electrode system in natural 
sediments. 

 
CONCLUSIONS & FUTURE WORK 

 
Overall Task comments and future potential of the technique: We did not meet our initial goals of 
deploying the sensor seasonally, which itself was a first step in demonstrating the capabilities of this 
system to be deployed in continuous operational mode. However, the technique does demonstrate promise 
for monitoring both dissolved O2 in bottom waters, as well as the dominant respiratory processes in the 
underlying sediments. The data we did manage to collect nicely matched the respiration regimes observed 
seasonally via discrete measurements as part of Task 3A. With less than a year of testing for this 
innovative, research-oriented task, we believe progress was significant and does not discount the future 
potential of this sensor system in monitoring lake sediment processes. 3HU�)'(3¶V�UHTXHVW��ZH�GLG�
eliminate, because of cost, the inclusion of a real time monitoring system; therefore, we could not monitor 
the electrode data as it was generated and were therefore unable to act on retrieving the sensors shortly 
after realizing that there were problems with the data. We continue to refine the techniques and only 
through building up a seasonal bank of measurements will we see the true potential for these activities. 
We are excited to continue to deploy the system alongside Task 9 activities through the spring and early 
summer of 2021. 
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Figure 3C-9. Individual electrode scans from a 5-day laboratory experiment with four electrodes at 
a static position approximately 5 cm below the sediment-water interface. All four electrodes 
detected presumably the same four analytes that are commonly observed in sediments hosting 
dissimilatory iron reduction. 

 

Scientific insights: Beyond dissolved O2, the four analytes tentatively identified have been associated with 
the activity of dissimilatory iron-reducing microbes (Taillefert et al. 2006). The activity of these microbes 
is arguably one of the largest controls on pore water nutrients based on correlations between pore water 
phosphate and the generation of dissolved Fe(II) (Task 3A). Dissolved Fe(II) serves as evidence of iron 
oxide reduction, which subsequently results in the release of adsorbed phosphate. Indeed, we observed 
excellent correlations between dissolved Fe(II) and dissolved phosphate (Task 3A). Because phosphate 
cannot be monitored in sediment pore waters at present with any commercially available technologies, the 
dissolved Fe(II) that we demonstrate can be measured electrochemically both in situ and in laboratory 
sediment cores thus serves to some extent as a mechanistic proxy for the pore water phosphate 
inventories. Task 3B findings, on the other hand, demonstrated that fluxes of this phosphate are not 
diffusion dominated except under rare instances of hypoxia (in this case, induced by long in situ benthic 
incubations). Therefore, if we can subsequently monitor both pore water phosphate (via electrochemical 
Fe(II) proxy) and resuspension in situ, we can potentially infer the extent of phosphate resuspension 
fluxes from pore waters. We are employing a new technique to monitor resuspension as part of 
Amendment #3 (Task 11). Together, these techniques may prove to be a powerful coupling for obtaining 
a better understanding of the timing of nutrient fluxes and thus potential corresponding mitigative actions. 
On the other hand, we suspect from Task 3A results that iron redox processes are also responsible for 
oxidizing and removing ammonium from the pore waters as the warm season progresses. It is possible 
that the voltammetrically-measurable analytes may also be used to trace the intensity of these processes as 
well. 
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Figure 3C-10: Time 
series processed peak 
heights from the scans 
from the laboratory 
experiment from 
Figure 3C-9, for 
electrodes 1 thru 4 (top 
to bottom). The four 
colors correspond to 
the individual analytes 
detected at each of the 
applied potentials. It 
appears that there is 
three time series per 
individual analyte 
(potential) per 
electrode; these are 
each associated with the 
triplicate scans 
conducted at each time 
point. These can be 
averaged, but their 
presentation in this raw 
format is important to 
reveal how these 
individual analytes 
behave upon replicate 
scans. The measured 
current typically 
decreases between 
replicate scans, 
suggesting that the first 
two scans may 
demonstrate 
accumulation at the 
electrode surface. This 
can be either beneficial 
as it expands the limit 
of detection, but may 
also affect 
reproducibility, 
suggesting the first 
scans should be 
discarded until 
stabilized. 

 

 

 

 
The suite of chemical analytes detected as part of this task do provide strong evidence of microbial iron 
reduction as the dominant respiratory process. Comparison of electrochemical data collected during pure 
culture laboratory incubations demonstrates a similar suite of metabolic intermediates (Figure 3C-11) are 
generated as in the Lake Okeechobee sediments (Taillefert et al. 2006). In one proposed mechanism for 
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the anaerobic microbial respiration of iron oxides, the microbe releases an organic molecule that serves to 
solubilize the solid phase iron oxides prior to their reduction, in turn generating a more soluble and easily 
reducible organic-Fe(III) intermediate. In an alternative proposed metabolic pathway for microbial iron 
UHGXFWLRQ��WKH�RUJDQLVP�JHQHUDWHV�UHGXFHG�VXOIXU�HOHFWURQ�³VKXWWOHV´�WKDW�DUH�ELRORJLFDOO\�VHFUHWHG�WR�
abiotically reduce the iron (Figure 3C-12; Eitel et al. 2017). These analytes are oxidized in the process 
and spontaneously combine to form a disulfur-bridged molecule:  
 

ሻଷܪሺܱ݁ܨʹ  ܪܴܵʹ  Ͷܪା ՞ ܴܴܵܵ  ଶା݁ܨʹ  ܪଶܱ   Eq. 3C-1 
 

These low molecular weight molecules are tentative assignments to the voltammetric peaks observed at -
0.6 and -1.0 V observed to accumulate in both pure cultures of iron reducing microbes and in Lake 
Okeechobee sediments, although this is based on circumstantial evidence (redox potential and genetic 
evidence). Regardless of the actual process, we suspect that any one of these molecules may be used as a 
potential indicator that dissimilatory iron reduction is intensifying or decreasing. The relative 
concentrations of the individual analytes, or their time series concentrations, may also be indicative of the 
trend in microbial iron reduction, e.g. if it is increasing or decreasing in intensity. Overall, we are excited 
about this dataset and plan continued deployments in an effort to continue establishing the use of in situ 
voltammetry as a powerful and unique tool in the arsenal to monitor nutrient dynamics in sediments.  
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Figure 3C-11: Left: Incubations with Shewanella putrefaciens, a model iron(III) reducing 
microorganism, demonstrate the production of a similar suite of voltametric redox analytes as those 
measured in Lake Okeechobee (compare to Figure 3C-9; note that the Applied Potential x-axis is 
horizontally inverted). With solid phase iron minerals such as those dominant in Lake Okeechobee 
sediments (2-line ferrihydrite as evidenced by high yields of ascorbic acid extractable iron in Task 
3A), organic-Fe(III) current intensity production over time is correlated to the overall iron 
reduction rate (i.e. Fe(II) formation rate), suggesting that both voltammetrically-measurable 
species serve as evidence of these microbial activities (reprinted from Taillefert et al. 2007) 

 
 
 

 

Figure 3C-12: Voltammetric scans of organic 
reduced (-0.45 V) and oxidized (-1.1 V) sulfur species 
demonstrate a similar fingerprint as those analytes 
observed in Lake Okeechobee sediment pore waters  
(reprinted from Eitel et al. 2017). 
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TASK 3D: SEDIMENT HAB CYST MEASUREMENTS (TASK LEAD: MCFARLAND) 

 
INTRODUCTION 

 
In many freshwater lakes Microcystis has a seasonal resting stage within surface sediments (Tsujimura et 
al. 2000, Kitchens et al. 2018). This resting stage allows cells to remain dormant during periods when 
environmental conditions are not suitable for growth. When environmental conditions are more favorable, 
cells and colonies can emerge from sediments and return to the water column where cell division and 
growth can resume. In other locations, the resting population is thought to be important seed stock for 
subsequent blooms (Brunberg and Blomqvist 2003). The timing and magnitude of seasonal blooms may 
be strongly influenced by the concentration of resting cells within sediments. Large resting populations 
can lead to higher cell concentrations in early spring and allow M. aeruginosa to outcompete other 
phytoplankton by quickly consuming available nutrients before other species. It is not known if M. 
aeruginosa populations in Lake Okeechobee exhibit this life history strategy. To determine if M. 
aeruginosa in Lake Okeechobee have a benthic resting stage, we looked for resting colonies within 
surface sediment samples using epifluorescence microscopy.  

 

METHODS 
 
Using samples collected in Task 3A, M. aeruginosa colony resting stages in surface sediments were 
quantified using epifluorescence microscopy. Samples were kept refrigerated at 4 ᄶC for up to 48 hours 
before analysis. Various sample dilutions were tested to optimize the technique prior to analysis of lake 
sediment samples. Diluent (deionized water) was added to samples until viscosity was low enough to 
allow transfer by pipet. One mL of diluted sediment samples were then transferred to a Sedgwick-Rafter 
chamber and viewed on a Nikon Eclipse Ni compound microscope at 100X magnification using 
epifluorescence illumination. Chlorophyll was excited with blue light (480 nm) and fluorescence was 
visualized at wavelengths greater than 530 nm. Resting colonies of M. aeruginosa were manually 
identified by cell size and colony morphology. The entire chamber was scanned, and colonies were 
enumerated. Concentrations (colonies/mL) were then determined by correcting for the amount of diluent 
added to each sample. 

 

ACTIVITIES SCHEDULED vs. COMPLETED 
 

Analysis of samples from 7 sampling events were planned between May and October 2021 for analyses of 
cells from the Tiers 1-3 sites (L001, L005, and L006) for a total of 35 samples, but due to an agreed 
change in scope we did not continue to collect sediment cores from L005 and L006 beyond March 2021. 
Instead, we ultimately analyzed samples from 10 sampling events (34 total samples) as core samples 
became available (Table 3D-1).  

 

RESULTS AND DISCUSSION 
 
Resting colonies of M. aeruginosa were only found in two sediment samples collected at L001 on 7/28/21 
and 8/25/21. Corrected concentrations were 4 and 10 colonies per mL of sediment, respectively (Table 
3D-1). Colonies were easily identified using fluorescence microscopy (Figure 3D-1), so we have a high 
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degree of confidence that their presence was consistently lacking. Numerous other algal cells were also 
observed in sediments but could not be identified. 

 

Table 3D-1: Sample dates and sites analyzed to determine M. aeruginosa colony concentrations in 
surface sediments. 

Date Site Colonies/mL Date Site Colonies/mL 
2/26/2021 L001 0 7/28/2021 L001 4 
2/26/2021 L005 0 7/28/2021 LZ40 0 
2/26/2021 LZ40 0 7/28/2021 L004 0 
2/26/2021 L004 0 7/28/2021 Pahokee 0 
3/25/2021 L001 0 8/10/2021 L001 0 
3/25/2021 L006 0 8/10/2021 LZ40 0 
3/25/2021 L004 0 8/10/2021 L004 0 
4/29/2021 L001 0 8/25/2021 L001 10 
4/29/2021 LZ40 0 8/25/2021 LZ40 0 
4/29/2021 L004 0 8/25/2021 L004 0 
5/27/2021 L001 0 9/15/2021 L001 0 
5/27/2021 LZ40 0 9/15/2021 LZ40 0 
5/27/2021 L004 0 9/15/2021 L004 0 
6/17/2021 L001 0 9/15/2021 Pahokee inner 0 
6/17/2021 LZ40 0 9/15/2021 Pahokee outer 0 
6/17/2021 L004 0 9/29/2021 LZ40 0 
7/13/2021 L001 0 9/29/2021 LZ40 0 

 

 
Figure 3D-1: An epifluorescence microscope image of an M. aeruginosa colony (circled). 
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CONCLUSIONS & FUTURE WORK 
 
Surprisingly few colonies of M. aeruginosa were found in surface sediments despite high concentrations 
in overlying surface waters. Although it is common to find resting colonies in sediments of other lakes 
(Brunberg and Blomqvist 2003), it appears this is not the case for Lake Okeechobee. Annual recurring 
blooms, therefore, are most likely seeded from populations already present in the water column and not 
from sediments. It is possible that M. aeruginosa does not require an over-wintering life history stage in 
this system since temperatures are consistently relatively warm; instead, cells anecdotally do persist in 
low concentrations in the water column year-round (McFarland, unpublished). Since the lake is relatively 
shallow, sediments may also be too frequently disturbed by wind events to allow for accumulation of 
colonies in sediment surface layers. Furthermore, conditions within surface sediments may produce an 
environment that is unsuitable for colony survival and preservation. Task 3E additionally demonstrates 
that sediment toxin concentrations are low. Lake Okeechobee sediments are likely a relatively harsh 
environment with respect to the persistence of cells. Overall, these results suggest that additional efforts 
should not necessarily focus on quantifying sediment stages of M. aeruginosa, and potentially limit the 
possibility that nutrient uptake/transformations within sediments are driven by sediment nutrient 
acquisition by cysts. These results also scope the Task 1E modeling effort going forward, by setting a low 
priority for including sediment-specific M. aeruginosa behavior. 
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TASK 3E: SEDIMENT MICROCYSTIN TOXIN MEASUREMENT  
(TASK LEADS: BECKLER/MCFARLAND) 

 
INTRODUCTION 

 
There is no standard operating protocol for measuring microcystins (MCs) in sediments established for 
Lake Okeechobee, FL, and to our knowledge, the sediment microcystin concentrations have yet to be 
established. A previous study found that 0.1M sodium pyrophosphate + 0.1M Ethylenediaminetetraacetic 
acid (EDTA) was the most effective at extracting microcystins from lake sediments (Chen et al. 2006), 
although methanol or ethanol are other possibilities. During the methods development for this task, sodium 
pyrophosphate + EDTA and methanol were tested. However, these solvents may have additional 
interference effects on quantification via ELISA (in fact the kits directly state that the solvents are a 
problem). However, ELISA is a potential a lower cost alternative to requiring all microcystin extracted 
samples undergo mass spectrometric analyses. Further, the ELISA kits have a small detection window, 0.1 
± 5ppb, potentially requiring several dilutions and thus complicating workflow.  
This study aimed to 1) develop and microcystin extraction protocol and evaluate the extraction efficiency 
of these solvents, and 2) to quantify sediment microcystin from several lake sites seasonally throughout 
Lake Okeechobee. For the development, sediments were allowed to equilibrate in microcystin-containing 
solution for several days, and the amount subsequently extracted was compared to the amount initially lost 
from the soak water to determine recoveries. Both had similar recoveries of microcystin, but methanol had 
a slightly more consistent percent yield and was therefore chosen as the extractant. While the extraction 
efficiency was demonstrated to be reasonable (> ~70%), the decision was made to routinely employ mass 
spectrometry analyses for actual samples. Results ultimately showed that while sediment microcystin toxins 
can reach significant concentrations and were most elevated during highest bloom periods, Lake 
Okeechobee sediments do not appear to be a significant long term reservoir for microcystins. 
 

METHODS 
 
Extraction development procedure: Sediments from site LZ40 collected in Dec. 2021 (frozen for several 
weeks prior to the experiment) were dried for 48 hours at 60ºC and subsequently pulverized. Two beakers 
containing 12 g of the dried sediments were each amended with 60 mL of microcystin-spiked deionized 
water and pure deionized water. The mixtures were agitated to suspend the sediments, placed in a fume 
hood for 68 hours, and resuspended a total of four times to promote uptake of the microcystin by the solid 
phase sediments. After the incubation period, the water was decanted and collected from each beaker. 
New deionized water (50 mL) was added to the wet sediments, the mixtures were resuspended, 
centrifuged, and the water was collected again in different vials. This allows the removal of any 
unadsorbed microcystins. The collected rinse-water will eventually be analyzed for microcystin 
concentrations to determine the total adsorbed microcystin by difference. The microcystin-equilibrated 
sediments were again dried for 18 hours at 60ºC and subsequently pulverized. 

Two extraction solutions were prepared: 50% Methanol, and 0.05 M Na pyrophosphate + 0.5 M EDTA. 
Two grams of the dried microcystin-equilibrated sediments were added to five scintillation vials, and 10 
mL of solvent was added to each of the five vials (2x 50% Methanol, 2x pyrophosphate/EDTA, and 1x 
deionized water control). The vials were shaken and allowed to rest for 24 hours. After extraction the 
extractant (and original rinses) were diluted by both 50 and 100x and filtered thru GFF filters and 
analyzed as per the ELISA kit manufacturers instructions. After adjusting resulting concentrations for the 
two dilutions, the two dilutions allow evaluation as to whether the solvent is affecting the ELISA protocol 
by creating enhanced or depressed signals. 
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Routine sample analyses: Duplicate sediment samples (1-3 grams wet weight) were collected from each 
of the surface-most layer of the sediment cores (0 ± 1 cm) and added to a scintillation vial. The vials 
underwent three freeze-thaw cycles to lyse cells, were subsequently oven dried at at 60ºC for 48+ hours 
(necessary drying time depends on sediment grain size), pulverized in an aluminum foil packet, and added 
back to tared and weighed scintillation vials for extraction. 10 mL of the 50% Methanol solution was 
added to each vial and allowed to extract for 24 hours, with at least four agitation/resuspension events 
during this time period. Post extraction, the vials were filtered thru GFF fiters and filtrates stored at -20ºC 
until measurement via ELISA or LC-MS. A dilution of 100x was typically used, or several dilutions can 
be attempted simultaneously to ensure results are in the ELISA detection window. The data is reported by 
ILUVW�GHWHUPLQLQJ�WKH�WRWDO�ȝJ�RI�PLFURF\VWLQ�LQ�HDFK����P/�H[WUDFW�E\�PXOWLSO\LQJ�WKH�H[WUDFWDQWV�GLOXWLRQ-
adjusted measured concentration (ug/L) by the liters of extractant (i.e. 0.01 L), then dividing this total 
WR[LQ�DPRXQW��ȝJ��E\�WKH�GU\�ZHLJKW�RI�WKH�VHGLPHQWV� 

 

ACTIVITIES SCHEDULED vs. COMPLETED 
 
Analysis of samples from 3 sites L001, L005, and L006 were planned for a total of four sampling events. 
7KLV�ZDV�EDVHG�RQ�WKH�RULJLQDO�³WLHUHG´�site sampling, but due to the early realization that L006 was not an 
ideal site it was scrapped. Instead, we analyzed the samples ad-hoc based on sample availability at the 
time, e.g. based on successful core obtainment. We did meet the required number of samples (12, in 
duplicate). After early realization that the ELISA assay was returning many non-detects relative to LC-
MS (Greenwater Labs), samples all underwent LC-MS analyses instead (Table 3E-1). 

Table 3E-1: Dates and sites and qualitative microcystin toxin results that were analyzed. ELIS= 
ELISA assay, LCMS = LC-MS results, ND = not detected, L = 0.001 - ������ȝJ�JUDP�VHGLPHQW�GU\�
weight, M =  0.01 ± ����ȝJ�JGZ��+� �!�����XJ�JGZ��7KH�/�0�+�VFDOH�GHVLJQDWLRQ�LV�UHODWLYH�WR�WKLV�
particular Lake Okeechobee study; overall, all concentrations in the lake were relatively low 
compared to previous sediment microcystin toxin studies. Site locations correspond to the map in 
Figure 1A-1 and Table 1A-1, with the PHKM site being inside the Pahokee Marina. 

Date L001 

ELIS 

L001 

LCMS 

LZ40 

ELIS 

LZ40 

LCMS 

L004 

ELIS 

L004 

LCMS 

L005 

ELIS 

L005 

LCMS 

PHKM 

ELIS 

PHKM 

LCMS 

2/26/21 ND L ND  ND L ND ND   

5/27/21 ND L ND  ND ND     

7/28/21  H  ND  ND    ND 

9/15/21  M  ND  ND    ND 

    

 

RESULTS & DISCUSSION 
 
Extraction development procedure: The extracted solutions were visibly different, suggesting that sample 
color of the pyrophosphate/EDTA solution could potentially stain the antibodies adhered to the bottom of 
the 96-well plate during the ELISA assay (while unlikely, this is one potential drawback of this 
extractant; Figure 3E-1). The 50% methanol solution did not have any observable matrix effects on the 
ELISA results (i.e. direct measurement of the undiluted extractant solution with no toxin present). 
Undiluted sodium pyrophosphate + EDTA, on the other hand, did register a quantifiable effect on the 
plate, yielding a microcystin concentration of 2.6ppb when there was no microcystin present (data not 
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shown). The kit manufacturer tested methanol on the kits and confirmed that there was no matrix effects 
when diluted <20%, but did not test sodium pyrophosphate or EDTA, so it is not known if diluting the 
sodium pyrophosphate would remove this matrix effect. 

 

 

Figure 3E-1: Deionized water 
mixture (left), Methanol (center), and 
sodium pyrophosphate+EDTA 
(right) were used to extract 
microcystins from toxin-amended 
sediments. After multiple mixing 
events over the course of 20 hours, 
the sediments were allowed to settle 
for the last 4 hours of extraction. The 
methanol was the clearest after 
settling (but still somewhat cloudy), 
and the sodium 
pyrophosphate+EDTA remained a 
very dark color.  

 

Methanol additionally generated a slightly higher percent recovery (72.1 ± 3.3%) than sodium 
pyrophosphate + EDTA (59.1 ± 14.4%) with toxin-amended samples (Figure 3E-2), and after accounting 
for variable dilution (i.e. 50 vs 100x), did not show significant differences between extracted duplicate 
samples nor variable dilution. Therefore the methanol solution was selected as the sample extractant 
going forward. Deionized water extracted only 11.0% of the microcystins from the sediments (not 
performed in duplicate to conserve ELISA kit wells), suggesting that most of the microcystins amended 
to the sediments were indeed mineral associated and required an extractant to release and quantify. 

  
Figure 3E-2: Results from the two extractants plus a deionized water control with respect to 
releasing and quantifying microcystin-amended test sediments. Left: direct concentrations yielded 
from duplicate extractions per solvent. Error bars on the columns represent duplicate ELISA 
measurements per each 50/100x dilution of each extraction. Right: Percent yield of the microcystins 
extracted per solvent (performed in duplicate) relative to the original amount inferred to be 
associated with the sediments, which is calculated by difference with respect to the known 
microcystin toxin concentration added and accounting for that not associated with the sediments 
that was detected in the rinse solutions. 
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Sample analyses: The 50% methanol solution extractions of Lake Okeechobee sediment samples revealed 
relatively low to intermediate concentrations when compared to other studies (Figure 3E-3). The 
maximum measured toxin concentration was 0.3988 ± 0.0604 ȝJ�JGZ�Vediment, which is intermediate to 
measurements in previous studies. There have been several studies that have attempted to measure MCs 
in sediments of other freshwater bodies with varying degrees of success (Chen et al. 2006; Babica et al. 
2006; Zasteppa et al. 2017). Average MC concentrations in natural sediments from Baptiste Lake, Canada 
and Lake Taihu, China, fell within the range of 0.7µg/g dry weight to 3µg/ g dry weight (Chen et al. 
2006; Zasteppa et al. 2017), while concentrations in the Brno Reservoir (Czech Republic) were between 
0.003 to 0.380 µg/g dry weight (Babica et a. 2006). 

 

Table 3E-2: Quantitative results from LC-MS analyses of extracted sediment samples with 
VHGLPHQW�WR[LQ�FRQFHQWUDWLRQV�LQ�XQLWV�RI�ȝJ�J�VHGLPHQW�GU\�ZHLJKW��3DUHQWKHVHV�UHpresent the 
standard deviation of duplicate extractions. Compared to Table 3E-1, the ELISA results were all 
non-detects so this data is omitted from this table. 

Date 
L001 LZ40 L004 L005 PHKM 

LCMS LCMS LCMS LCMS LCMS 
2/26/2021 0.0046 (0.0033)  0.0048 (0.0021) ND   
5/27/2021 0.0086 (0.0004)   ND     
7/28/2021 0.3988 (0.0604) ND ND   0.0071 (0.0024) 
9/15/2021 0.0119 (0.0083) ND ND   ND 

 

The sediment toxins were detected in the greatest concentrations during active blooms, with minimal 
preservation ± or burial in deeper layers ± evident close to the end of the wintertime quiescent period (i.e. 
Feb. 2021). At L001, the sediment toxin concentrations progresively increased over the course of the 
bloom season, with a peak in mid-summer, and an apparent decline already by Sep. 2021. Interestingly, 
very little toxin was detected at the two highly turbid sites LZ40 and L004. These results ultimately 
demonstrate that microcystin toxins have a short lifetime in Lake Okeechobee, and are consistent with 
findings from other tasks. Viable cells in sediments were typically observed inconsistently and in low 
concentrations (Task 3D), and apparent sediment-to-water column microcystin toxin fluxes were also 
insignificant when M. aeruginosa blooms were not present at the time of deployment (Task 3B).  

We hypothesize that warm temperatures, frequent oxygenation, and elevated iron hydroxide 
concentrations (Task 3A) catalyze the degradation of these toxins in this lake. In batch and flow-thru 
sediment column incubations, 84-100% of microcystin toxins were removed from sediments in 3-4 weeks 
due to biodegradation, while degradation rates were substantially lower in autoclaved abiotic controls 
(Grutzmacher et al. 2009). Degradation was also elevated under aerobic relative to anaerobic conditions, 
although the exact nature of the anaerobic conditions was not determined (i.e. denitrifying, iron reducing, 
etc.). In slurry incubations under variable redox conditions, microcystin was removed by over an order of 
magnitude after 7 weeks under microaerobic conditions; however, under denitrifying conditions, 
degradation after a single day results in a 5-fold toxin decrease (Holst et al. 2003). Toxin biodegradation 
in toxin-amended batch cultures with sediment inocula (from a cyanobacterial-rich lake) proceeded 
rapidly under warm temperatures (20 ± 30ºC)  and aerobic conditions (near complete removal in 4-5 
days), but was similarly stimulated by nitrate additions (Chen et al. 2010). Ammonium additions did not 
further stimulate degradation. Finally, abiotic degradation of microcystin can proceed via Fenton 
catalysis, i.e. the oxidation of reduced Fe2+ generating oxygen radical species that non-selectively degrade 
organic contaminants (Liang et al. 2021). 
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In our results, despite blooms being intense at L004 and LZ40, only low sediment toxin concentrations 
were detected. These sites are frequently disturbed and resuspended, resulting in surface sediment 
oxygenation (i.e. aerobic conditions) and oxidation of the sediment iron (i.e. presumed Fenton catalysis) 
(Task 3A). Sediment nitrate concentrations are routinely below detection at all sites (L001, L004, and 
LZ40), although the surface-most sediment layer sometimes contained nitrate concentrations in line with 
or slightly elevated with respect to the overlying water column. This points to intense denitrification of 
any nitrate entrained in this surface layer, whether from water column mixing or nitrification of 
ammonium generated in sediments. We suspect that iron hydroxide-driven nitrification/denitrification is 
intense (Task 3A). Regardless of the nature of the process, the denitrification capacity of the sediments 
appears to be high. Overall, Lake Okeechobee sediment characteristics are likely high conducive to 
sediment microcystin toxin degradation. 

 

CONCLUSIONS & FUTURE WORK 
 
While this was a pilot scale study to generate baseline information about the sediment microcystin toxin 
concentrations, results convincingly support the finding that sediment toxins have a low persistence in 
lake sediments. Along with results from other tasks, the potential for sediment-derived toxins to affect the 
overall water column toxin inventory is likely low under static, diffusive dominated conditions, and in 
resuspension conditions is likely only significant during periods of active blooms. However, the overall 
implication is that sediment conditions are important for sustaining the degradation capacity and should 
therefore be considered explicitly when considering the fate of these compounds. Based on a combination 
of our own results and literature knowledge, more oxygenated sediments appear to accelerate degradation, 
while more chemically reducing conditions may result in a longer persistence. In a follow up study, 
depth-resolved toxin analyses would be preferrable to further constrain that the toxins are truly degraded 
and not simply buried. Based on the findings from this work, the modeling efforts of Task 1E will set a 
low priority for the parameterization of sediment toxins. 



4: ASV monitoring 
 
 

174 

TASK 4: AUTONOMOUS SURFACE VEHICLE MONITORING  
(TASK LEADS: RUIZ-XOMCHUK/DUNCAN/BECKLER) 

 
INTRODUCTION 

 
Conventional methods for monitoring HABs are constrained in their ability to capture all relevant spatial 
and temporal extents of population dynamics (Urquhart et al., 2017). Smaller temporal and spatial 
patterns are largely undercaptured not only for Lake Okeechobee but even for regions with a greater 
intensity of monitoring, although these patterns are recognized to be critical for understanding HAB 
formation (Wells et al., 2015). HABs can follow not only seasonal trends, but also respond to short term 
weather events and anthropogenic impacts (Michalak et al., 2013). In terms of temporal trends, while the 
community is aware of a HAB season in lake Okeechobee, anecdotal (unmeasured or scarcely measured) 
in situ observations and sometimes remote sensing images show that these blooms can form, grow, move, 
and senesce in a matter of a few days. It is also known that these blooms might develop over different 
regions in the lake in different seasons, whereas long term annual averages have also revealed major 
shifts in bloom distributions (Task 5). Some of these temporal dynamics can be captured by fixed-
location continuous monitoring systems (e.g., Task 6), but those are obviously restricted to point 
locations and HAB behavior is particularly challenging to infer in the event of horizontal transport. 
Current satellites, on the other hand, are limited to daily image captures at best, and only when cloud 
coverage allows good visibility. Further, product derivation is challenging due to atmospheric 
interferences, and in Lake Okeechobee, the highly turbid environment as well (discussed in Task 5). 
 
Monitoring by a mobile platform offers an alternative solution, that can cover a broad spatial range at a 
high temporal resolution (Beckler et al., 2019).  The dual SURSXOVLRQ�1DY��$69�VDLOERDW�³9HOD´�
(Navocean Inc.) was in turn used to monitor HAB and environmental conditions in the north/western 
region of Lake Okeechobee, selected for its ease of access (from the Okeetantee Marina) and its historical 
frequency of hosting HAB activity. Vela is 2 m long, ~45 kg, and navigates at a slow steady speed (1-2 
knots), making it inherently safe to deploy and a minimal navigation hazard. Vela is capable of 
autonomous waypoint-guided navigation under a broad range of weather conditions and is powered 
primarily by renewable energy, with batteries only for powering sensors (Beckler et al., 2019). Vela 
patrolled around the clock (except for maintenance periods or for occasional repair) while equipped with 
optical (Chl-a, phycocyanin, FDOM, and backscatter), environmental (water temperature/conductivity, 
DO), and meteorological sensors, as well as an ADCP for generating vertically-resolved water currents 
(10 bins of depth resolution). Vela was configured to transmit near real time conditions via a satellite or 
cellular signal every 15 minutes (a set of scientific and navigation data), but also stored for post-retrieval 
a higher resolution dataset with more than 2 million multivariable data points. This dataset has already 
revealed unexpected patterns that would not be acquirable via any other techniques, and continuing data 
processing and interpretation will reveal many more discoveries.  
 
 

METHODS 
 
A high-endurance Autonomous Surface Vehicle (ASV) was used to provide sustained in situ 
environmental, biogeochemical, and physical measurements on Lake Okeechobee 24 hrs/day through one 
full year (Figure 4-1). The ASV was controlled remotely by a shore-based operator capable of adjusting 
waypoints and survey patterns and was equipped with sensors for HAB detection and environmental 
characterization. Near-surface (immediately below the boat at ~0.15 m depth) geolocated measurements 
were obtained tentatively every 30 seconds including: fluorometric (Chl-a, CDOM, phycocyanin), optical 
backscatter (red, green, blue), and dissolved O2, conductivity, temperature, and meteorological 
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measurements (wind speed and direction, air temperature, barometric pressure). Further, ADCP 3D 
current measurements were taken at 0.6 m depth interval (bins) throughout the water column to full lake 
depth. Near-real-time data samples were compressed and transmitted every 15 minutes or more via 
satellite and cellular communications to the HALO web portal. The ASV also recorded a complete data 
set to onboard memory accessed post mission for comprehensive detailed analysis and archiving. 
The ASV was planned to repeatedly survey a polygonal area in NW Lake Okeechobee, encompassing 
multiple routinely monitored SFWMD sites (L001, NES135, NCENTER, KBARSE, POLESOUT, 
POLESOUT1, POLESOUT2, POLESOUT3, L008, L005). In addition, the survey area encompassed 
HALO Tier 1 and Tier 2 sites at L005 and L001, the latter being the location of fixed-location intensive 
water quality and SeaPRISM remote sensing reflectance monitoring installations (Tasks 6&5, 
respectively) and the site of numerous other comprehensive observations (e.g. Task 2 autonomous HAB 
sensors and Task 3 benthic lander deployments). This facilitated measurement cross-comparison and 
multi-channel sensor validation. This region is considered to be a priority region with respect to the 
tendency for early-stage bloom formation and intensification. On-the-fly adjustments were periodically 
implemented to redirect Vela to emerging areas of interest to perform raster pattern surveys at spatial and 
temporal scales necessary to analyze these emerging or established HAB hotspots. Monthly water 
samples were collected from the location of the ASV (usually near the L001 site when logistically 
feasible), just beneath the ASV where the sensors are located, to validate the in-water sensors for chl-a 
(subsequently laboratory measured) and CTD/DO/fluorometer (in the field with a sonde), as well as cell 
counts in the laboratory. This geographical restriction allows cross- comparison between the fixed-
location continuous measurements (Task 6) with sensors on the mobile ASV platform. Finally, several 
ad-hoc water samples were collected as the ASV surveyed bloom area to validate the exact chl-a and 
phytoplankton community composition that corresponded to the ASV sensor measurements. 
 

 
Figure 4-1: Nav2 Sail and Solar ASV showing the full sensor suite integration plan for HALO. 
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ACTIVITIES SCHEDULED vs. COMPLETED 
 
Overall, this task was completed highly successfully with little deviation from scheduled activities. All 
sensors were integrated and calibrated, routine validation was conducted as planned, and the ASV 
deployment reached ~80% uptime and 79 circuits of the HALO loop during the period of performance 
(calendar year 2021). 
 
Sensor Systems Integration: The C/T (Aanderaa), ADCP (Nortek), BB3 backscatter (Wetlabs), dissolved 
O2 (Aanderaa) and Fluorometric sensors (Turner Cyclops Integrator) were all integrated into Vela 
successfully (Figure 4-2). This step included custom housing design and machining and integration of a 
Campbell Scientific CR6 data logger with customized cables and connectors. The meteorological sensor 
(Airmar) was previously integrated as it is standard on all Nav2 ASVs. Assembly also included software 
algorithm development and engineering to power and duty cycle the sensors, log the raw sensor data, and 
process the incoming data stream for sending over the Nav2 ASV onboard near-real-time 
communications systems (cellular and satellite). Industrial quality SD memory cards were purchased for 
the ASV onboard data logger. The science water quality and ADCP sensors were set for one measurement 
per second with 5 seconds on and 25 seconds off for the C/T, backscatter, O2 and fluorometric sensors. 
The ADCP was designed to retrieve East/North/Up (ENU) vectors from 10 different water levels (bins) 
for the full archival data set. The 10 bins are spaced every 0.6 meters for a total of 6 meters depth which 
exceeds the maximum lake depth (~5 meters), allowing for full water column data collection. 3 bins (1, 4, 
7) were transmitted in near-real-time. To ensure high accuracy synchronization of the GPS derived speed 
and direction over ground with the ADCP measurements (required for post processing), a dedicated GPS 
was integrated for the ADCP. Calibration of the  meteorological sensor, ADCP, and onboard PRH sensors 
was completed by Navocean. This step involved following the manufacturers procedure for calibrating 
the Airmar and ADCP internal compasses, and a flat-water test of the floating ASV to determine the pitch 
and roll offsets. The CTD, DO, and fluorometer were calibrated at HBOI using conductivity standards, 
air-saturated deionized water, and chl-a/phycocyanin/quinine sulfate standards.  
 

 
Figure 4-2: Sensors integrated to the ASV hull, left to right: C/T, ADCP, O2, CI, and BB3. 
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Data pipeline setup: The data format for real-time and archival purposes was determined via extensive 
discussion among project partners. In addition, Navocean created a customized real-time data portal on 
their server to facilitate both the application of calibration coefficients and the obtaining of calibrated data 
for real time display on the HALO Portal. Via the Navocean portal, it is possible to set date/time ranges 
for specific calibration windows, thus allowing dynamic adjustment to retrieve properly calibrated data 
after each sensor cleaning and recalibration using solid-VWDWH�RSWLFDO�³VWDQGDUGV´� For this rapid field 
validation and monitoring of sensor drift over time, equipment was purchased and assembled or designed 
and fabricated for each of the water quality sensors subject to potential drift. For the backscatter sensor 
DQG�IOXRURPHWHU��FXVWRP�³6DWLQLFH´�VHPL-transparent plexiglass sheets and custom holders were 
assembled to hold the Satinice lens a precise distance from the sensor face while blocking ambient light. 
Baseline validation measurements were taken and recorded for future comparison. Telemetry sent near-
real-time data was archived in the Navocean server and downloaded for FAU archive on the FAU High 
Performance Computing cluster. During service events throughout the year, full variable and sensor files 
were recovered and uploaded, including surface sensors, meteorological, navigation and ADCP data. The 
list of service file groups stored up to date is discussed in Task 2C. 
 
Mission preparation: A roughly triangular pattern of 4 primary waypoints was determined (Figure 4-3). 
The waypoint survey pattern takes tKH�1DY��$69�DURXQG�D�ORRS��WKH�³+$/2�ORRS´��HQFRPSDVVLQJ�PXFK�
of the N/W of the lake and targeting HALO and SWFWD water sampling and data collection locations, 
while avoiding the shoals in the northwestern leg between waypoints 3 and 4. A Local Notice to Mariners 
(LNM) was submitted to the Region 7 Coast Guard district providing information about the Nav2 ASV 
mission operations on Lake Okeechobee. FWC law enforcement was also notified of our Nav2 ASV 
mission plans for HALO and Nav2 photos and specifications were sent to FWC for their information. 
 

 
Figure 4-3: The primary Nav2 ASV survey region. 

 
Mission Operations: 7KH�1DY��$69�³9HOD´�ZDV�ODXQFKHG�RQH�GD\�HDUO\�RQ�'HF���st, 2020, from near the 
Taylor Creek locks at the north end of the lake and began surve\LQJ�WKH�³+$/2�/RRS´��)LJXUH��-4). The 
full loop required typically 2 to 3 days for completion depending on the wind. After completing 2 to 3 
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loops, Vela was directed to the Taylor Creek locks (roughly every one to two weeks), and then towed 
through the loFNV�DQG�WKURXJK�WKH�FDQDO�WR�1DYRFHDQ¶V�SURMHFW�RSHUDWLRQV�ORFDWLRQ�RQ�WKH�FDQDO�DW�6(���WK�
street (Okeechobee, FL) for servicing, including: sensor validation, cleaning, battery charge and 
maintenance as needed. Vela was then launched asap, typically within 24 hrs. Mission operations were 
maintained throughout the year through January 1st 2022. Table 4-2 shows summary highlights of all 
operations. 

 
Figure 4-4: Left: Vela launched Dec 31st��������VDLOLQJ�WRZDUGV�WKH�³1RUWK�7RZHU´�SRLQW�RI�WKH�
Standard HALO Loop. All sensor data is streaming. Right: Mission Ops screenshots show Vela 
completing a HALO loop (right). 

 

Table 4-1: Operational statistics of the 2021 Vela ASV Lake Okeechobee surveys. 
Total operational days  287  
Total down time  78 days 
7RWDO�³6WDQGDUG�+$/2�/RRSV´�FRPSOHWHG  79 
Total distance traveled  more than 10,000 km 
Total Measurements taken  > 2 million QC measurements per sensor 

 
During the course of the full year, the piloting of the HALO Loop was the primary objective (Figure 4-4), 
which was completed a total of 79 times. Some additional small-VFDOH�³KRWVSRW´�VXUYH\V�ZHUH�LQFOXGHG�DV�
follows: 1) An algae hot-spot region in the north of the lake near Taylor Creek was discovered with 
elevated sensor readings confirmed visually and by water sampling. As such a survey pattern called the 
³7D\ORU�&UHHN�*ULG´�ZDV�HVWDEOLVKHG�LQ�0DUFK�DQG�ZDV�VXUYH\HG�RSSRUWXQLVWLFDOO\�WKURXJKRXW�WKH�UHVW�RI�
the year, e.g. at times when Vela was returning to or launched from Taylor Creek before/after servicing 
(Figure 4-5 top); 2) Vela was directed to sail from Taylor Creek on 2 side missions: one to Pahokee 
during an intense M. aeruginosa bloom, and another to the south end of the lake and the Clewiston area to 
validate feasibility of operating in other areas of the lake and to survey a suspected M. aeruginosa bloom 
in the area (Figure 4-5); 3) On several occasions Vela was directed to re-visit and survey in more detail 
areas where sensor measurements indicated hotspots of potential algal bloom growth based on near-real 
time data posted to the GCOOS HALO web portal (e.g. Figure 4-5, bottom). 
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Figure 4-5: Top-left: Vela sailing through the bloom near Taylor Creek; Top-right: GCOOS portal 
screen captures showing Vela measurements at the Taylor Creek Grid, added to the survey pattern 
in March; Center-left: Navigation path of the Pahokee side mission; Center-right: Navigation path 
of the Clewiston side mission; Bottom: Elevated dissolved O2 hotspot investigated in more detail. 
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In Feb. and Mar. 2021, anomalous sensor measurements led Navocean staff to investigate for visual signs 
of algal bloom development at the north end of the lake near Taylor Creek while launching/landing Vela. 
Visible algal scums on the surface of the lake as well as blooms mixed into the near surface water column 
were discovered and found to be intensifying as the seasonal change progressed, allowing additional team 
PRELOL]DWLRQ�IRU�VXUYH\V��7KLV�DGGLWLRQDO�ORFDO�³PDQ�RQ�WKH�JURXQG´�FDSDELOLW\�VKRXOG�QRW�EH�
underemphasized as an added bonus of this work. In addition, the Navocean staff frequently discussed the 
project with local residents and stakeholders, raising additional awareness of the project and the on-water 
operations ± considered critical to avoiding any vandalism of the vessel. In comparison, the benthic lander 
(Task 3B) was sabotaged during a deployment despite only being in the water for a cumulative period of 
a week or two. 
Routine validation: Water samples and sensor validation data were collected by FAU and Navocean staff 
(Figure 4-6), and lab analysis was later performed on the water samples (Table 4-2). Vela was directed to 
the North Tower (L001) to meet with the HBOI field staff on those days, and water samples were 
collected from immediately below the ASV sensors. The samples were collected near the SeaPRISM 
mounted on the L001 (North tower) and near Taylor Creek and Pahokee during those additional surveys. 
 
Table 4-2: Dates of sensor validation water sample collection throughout the year: 

Site  Date  Time  Lat  Lon  
L001 North Tower 2/19/21    
L001 North Tower 3/25/21    
Taylor Creek 210421_1  4/21/21  12:30  27.18111  -80.7971  
Taylor Creek 210421_2  4/21/21  12:35  27.18111  -80.7971  
Taylor Creek 210421_3  4/21/21  12:55  27.18902  -80.8034  
Taylor Creek 210421_4  4/21/21  13:00  27.18902  -80.8034  
Taylor Creek 210421_5  4/21/21  13:20  27.17725  -80.8052  
Taylor Creek 210421_6  4/21/21  13:25  27.17725  -80.8052  
Pahokee 210426_1  4/26/21  10:45  26.86752  -80.6412  
Pahokee 210426_2  4/26/21  10:50  26.86752  -80.6412  
Pahokee 210426_3  4/26/21  11:05  26.86985  -80.6405  
Pahokee 210426_4  4/26/21  11:05  26.86985  -80.6405  
Pahokee 210426_5  4/26/21  11:20  26.87027  -80.6405  
Pahokee 210426_6  4/26/21  11:20  26.87027  -80.6405  
L001 North Tower 4/29/21  8:40  27.13914  -80.7807  
L001 North Tower 6/17/21  9:30  27.13914  -80.7807  
L001 North Tower 6/29/21  9:21  27.13946  -80.789  
L001 North Tower 7/13/21 8:35 27.13905 -80.79081 
L001 North Tower 8/10/21 8:47 27.13896 -80.78885 
L001 North Tower 9/14/21 9:36 26.998517 -80.90378 

 
The Satinice validation system was applied to the fluorometer and backscatter sensors every 1 to 2 weeks 
throughout the year. Notably, the instrument optical and housing surfaces remained remarkably free from 
biofouling growth in January through March and growth was only moderate during the warmer summer 
months. It is possible that the high turbidity of the lake water is likely inhibiting sunlight from reaching 
below the waterline of the ASV thus slowing biofouling organism growth. Satinice validation data sets 
were uploaded to FAU for scientific analysis and archiving, and adjustments to calibration coefficients 
are reflected on the data displayed on the HALO portal. 
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Figure 4-6: Vela at the north tower for validation water sample collection. 

 
Discussion of problems encountered and solutions: The ADCP measurements must be precisely time 
stamped with the ASV speed and course over ground in order for the ASV movement over ground to be 
removed properly from the current speed measurements. The first two weeks of ADCP data were found to 
have a time stamp problem which invalidated the measurements recorded from that time period, 1/1/21 to 
1/15/21. The problem was discovered to be in the data logger code and was repaired. ADCP 
measurements recorded in the primary data archive from 1/15/21 through task completion are correct. A 
second problem in the ADCP time stamp, causing slow but steady drift, was discovered but only 
pertaining to the near-real-time transmitted data where the synchronizing of the time stamp is unrelated to 
the primary data log. This problem was repaired in the data logger code. In June, The dissolved O2 sensor 
failed to send in the near-real-time data set for posting to the GCOOS HALO portal. A repair was 
attempted multiple times but failed for the duration of the mission. However, all O2 data was properly 
recorded to the archival data log and posted to the KOKO system. 
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RESULTS & DISCUSSION RELATED TO METHOD DEVELOPMENT 
 
Data recovery and quality control: Vela operations improved over time. While initial deployments lasted 
only a few days, and sensors required adjustments to reduce noise on turbid waters, rapid improvement is 
observable in the data recoveries and mission tracks (Figure 4-7). Being a sail-driven vessel and due to 
changing wind patteUQV��WKH�$69�WUDFNV�DUH�LQKHUHQW�³]LJ]DJV´�GXH�WR�WKH�ERDW�WDFNLQJ��+RZHYHU��DV�ERDW�
autonomous navigation algorithms improved over time, the tacks began to increasingly resemble straight 
lines from a lake-wide overhead perspective. Collected datasets are later discussed in further detail for the 
environmental and the ADCP sensors. 
 
Table 4-2 summarizes environmental data collected from a total of 22 logger recoveries (herein called 
PLVVLRQV�ZLWK�,G¶V�IURP���WR�����IURP�WKH�ILUVW�GHSOR\PHQW�RQ�'HFHPEHU������020, until December 14, 
2021. Atmospheric and ADCP data is not included as this vector data (current and wind velocities) are 
discussed separately. Figure 4-7 shows the corresponding paths covered per mission. In the table are 
shown start and end times of the data logger mission, the number of raw entries (line records stored 
independent of sensor functioning), line data entries stored, and number of data points for every variable 
after first level quality control. First level quality control included the use of a range limit (allowable min 
and max), and removal of spikes (unaccounted noise). More than 2 million 1st level QC data points were 
collected for each sensor, and individual timeseries for each variable per mission are shown in figures in 
the Annex. Original data frequency logs correspond to 1 second, but this frequency is reduced in 
segments after QC control and filtering. 
 
After 1st level QC, some irregularities remained in the data (see individual mission time series in the 
annex). It was identified that irregularities corresponded to times of deployment and recovery when Vela 
sensors were functioning but not in the water. These irregularities were not only found during the start 
and end of the data log, but occasionally temporary recovery/deployment events were carried within the 
mission (e.g., see mission 5 timeseries in annex) making automatic cleanup difficult. For automatization, 
to remove this data, a geofence was applied to discard values registered North of 27.19º Latitude, which is 
the region where sailboat deployment/collection could have taken place. After geofencing, the complete 
environmental data set is discussed later. 
 
Validation of environmental set: Field validation provided reasonable results. Figure 4-8 shows the 
continuous time series (over 15 min frequency near real-time data) transmitted by Vela vs. the field 
sensors (see methods) for water surface parameters and grab sample for chlorophyl a, collected on the 
times indicated in Table 4-1. Given the large number of validation data sources (both laboratory and 
field), full sensor validation and comparison will be an ongoing effort to ultimately be included in a 
related publication. 
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Table 4-2: Summary of data collected on logger recoveries from Vela missions. Numbers indicate counts, and the counts shown for the 
Backscatter, CI, CT, and DO sensors correspond to data after 1st level quality control. Columns indicate start and end of mission log 
recording, and data counts.  
 

N Start End Raw Data 
BB 
[470nM] 

BB 
[532nM] 

BB 
[650nM] Chla Phyco CDOM Cond. Temp DO DO% 

Temp 
(DO) 

1 2020-12-31T13:32:15-05:00 2021-01-02T21:09:12-05:00 96490 2228 1313 1313 1312 1315 1315 1310 1309 1315 1315 1315 1315 

2 2021-01-04T08:40:30-05:00 2021-01-08T13:41:58-05:00 179063 4092 2363 2377 2365 2400 2402 2362 2285 2424 2341 2424 2424 

3 2021-01-09T09:47:03-05:00 2021-01-14T09:25:15-05:00 215179 5013 2901 2903 2916 2963 2949 2908 2835 2968 2965 2968 2968 

4 2021-01-15T08:25:31-05:00 2021-01-17T02:43:06-05:00 151508 25260 14621 14582 14591 14925 15007 14682 14051 15156 15017 15153 15129 

5 2021-01-21T09:35:01-05:00 2021-01-27T19:00:00-05:00 811516 135293 77702 79234 79965 79831 79498 77395 74408 81175 74222 81158 81140 

6 2021-02-02T10:11:02-05:00 2021-02-07T12:21:01-05:00 437662 72009 42046 41823 41782 42268 42277 42080 40667 43205 37068 43191 42989 

7 2021-02-11T10:00:31-05:00 2021-02-18T14:31:34-05:00 597457 99540 59301 59275 59244 59376 59088 59254 57616 59724 55730 59284 59680 

8 2021-02-19T07:27:01-05:00 2021-02-23T19:02:13-05:00 294245 48357 28554 28597 28424 28659 28488 28409 25727 29012 28722 28926 28965 

9 2021-02-26T18:19:20-05:00 2021-03-06T10:56:12-05:00 1275165 209780 123582 123441 123856 124651 123551 123365 116412 125865 122004 124302 125311 

10 2021-03-15T12:11:05-04:00 2021-03-23T20:00:00-04:00 728993 121235 71156 70992 70702 72146 70328 70820 66078 72741 70582 72493 72104 

11 2021-03-25T06:54:01-04:00 2021-04-02T20:00:00-04:00 1303181 215923 126661 126146 125628 127702 125542 126293 116871 129552 123711 128155 128173 

12 2021-04-16T08:15:50-04:00 2021-04-24T20:00:00-04:00 1157437 192870 114981 114350 114134 114925 111357 110302 103532 115722 111267 113768 115334 

13 2021-05-01T07:50:02-04:00 2021-05-19T10:26:10-04:00 1390994 231065 136776 132711 131588 136503 119571 136713 126866 138641 127766 134096 138082 

14 2021-05-28T07:25:26-04:00 2021-06-12T19:43:45-04:00 1335649 223095 130396 129607 129372 131859 126362 132059 119475 133857 129285 132313 133136 

15 2021-06-13T12:08:17-04:00 2021-07-15T15:41:56-04:00 2512817 418941 244847 238694 234460 248032 212359 248424 231443 251363 237704 243419 250905 

16 2021-07-19T09:55:24-04:00 2021-08-04T01:00:10-04:00 1274319 212855 127289 126799 127279 127662 112722 127357 122538 127713 122741 124543 127621 

17 2021-08-08T08:26:03-04:00 2021-08-10T19:24:47-04:00 211544 35143 19971 19836 20155 4822 5008 4614 17941 21085 19868 20949 21047 

18 2021-08-11T20:37:56-04:00 2021-08-19T20:00:00-04:00 2155409 359546 206406 204137 205922 212136 206653 209351 204615 215725 211170 214132 215226 

19 2021-09-09T19:00:39-04:00 2021-10-09T10:28:10-04:00 2263907 377938 201890 203538 220420 225111 217382 225560 218305 226760 216948 222284 226648 

20 2021-10-18T20:00:06-04:00 2021-10-18T20:00:00-04:00 1604067 267841 158049 154355 157498 159212 154562 159121 154096 160701 157593 160661 160676 

21 2021-11-12T07:55:32-05:00 2021-11-21T19:00:00-05:00 1498400 250257 143368 143581 144579 143596 147185 141940 144368 150152 148423 150071 149936 

22 2021-12-05T08:00:50-05:00 2021-12-14T19:00:00-05:00 825073 137753 80448 80340 80338 80963 79939 80890 78650 82649 69213 80671 82322 

    TOTAL 2114621 2098631 2116530 2141057 2043545 2125209 2040088 2187505 2085655 2156276 2181131 
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Figure 4-7: Paths covered under each mission. M0 and M1 are excluded for conciseness. Mission 
10, 11 and 12 included excursions outside the regular path to monitor HAB events (Figure 4-6). 
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Figure 4-8: Sailboat sensor values compared to field fluorometer (orange) and laboratory sample 
analysis (green). 
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ADCP data processing and troubleshooting: AQ�$'&3��1RUWHN�6LJQDWXUH������ZDV�PRXQWHG�LQ�9HOD¶V�
hull just forward of the keel for a clear downward view to provide an overview of the 3-D instantaneous 
velocity distributions within the water column. The Signature1000 is equipped with the vendor AHRS 
option for automatic vessel motion correction of the ENU current velocities. The ADCP was then 
calibrated by standard vendor procedure. In addition, a time synchronized dedicated GPS was added to 
the data set for high accuracy removal of vessel speed over ground. Raw ADCP data was extracted from 
the instrument using Vendor software and downloaded on a periodic basis along with the GPS data for 
processing. The data was binned in 10 depth bins of 46 cm each, with the first bin ranging from 0.1-0.56 
m in depth. Over the course of the project, extensive effort was extended to fix several bugs associated 
with the ADCP data processing to ensure accurate outputs.  
 
A MATLAB routine was developed to work with the full resolution ADCP data. This code: (i) reads in 
full-resolution ADCP data; (ii) integrates co-located GPS data; (iii) includes a sub-routine to subtract 
vessel motion to obtain true water column velocities based on the GPS measurements; (iv) filters out bad 
data based on geofencing and magnitude thresholds; and (v) generates plots of velocity data at different 
GHSWKV�VXSHULPSRVHG�RQ�D�VDWHOOLWH�LPDJH�RI�/DNH�2NHHFKREHH�VKRZLQJ�9HOD¶V�WUDMHFWRU\� 
 
The ADCP data from a HALO Loop from 5/24/21 to 5/27/21 is shown in Figure 4-9. The velocity vectors 
are computed from the individual horizontal velocities (East and North in ENU coordinates). Data from 
the top four (shallowest) depths, corresponding to bin center depths of 0.33 m, 0.79 m, 1.25 m and 1.71 
m, respectively, are shown, demonstrating the ability of the ADCP to provide valuable ancillary data on 
SK\VLFDO�SDUDPHWHUV�GXULQJ�9HOD¶V�GHSOR\PHQWV��)LJXUH��-10 shows some unusual features in the surface 
velocities during the East-West transect of Vela when tacking against a persistent headwind resulting in a 
zigzag path. This motion does not appear to be completely subtracted from the final surface current 
output. The problem was identified as an offset between the ADCP and GPS directional data, due to the 
lack of correction for the magnetic declination angle. Based on the findings, this issue was fixed in the 
MATLAB subroutine and applied to all Vela data. It should be noted that depending on the local depth, 
there is some contamination in the bottom bins (e.g., bin 7 and higher) during some of the runs. This is to 
be expected as there is no way to account for the variable depth; such data can be visually identified 
easily due to their extreme values and are not considered for the purposes of this analysis. 
 
Additionally, a second Matlab routine was developed to compare the ADCP data with wind speed data 
REWDLQHG�IURP�9HOD¶V�ZHDWKHU�ORJV��+HUH��WKH�ZLQG�VSHHG�GDWD�XQGHUZHQW�D�VLPLODU�SURFHVVLQJ�PHWKRG�WR�
subtract the vessel motion. Once this was achieved, the horizontal velocity components (zonal and 
meridional) from the surface bin of the ADCP (centered at 0.33 m below the surface) was compared with 
the wind speed. While keeping in mind that the wind and water velocities are not exactly going to be the 
same or completely in sync, this approach at least provides a decent reference point. One such comparison 
is shown in Figure 4-11 from 9/7/21-9/9/21. Broadly speaking, the trends are quite consistent, lending 
further confidence in our processing methodology. 
 
The vertical U velocities presented some problematic aspects. Upward velocities (currents) are typically 
very small and an order of magnitude or more lesser than the horizontal velocities. Furthermore, unless 
there are some atypical events (like strong upwelling), these currents may be (and likely would be) 
smaller than the noise floor of the ADCP and would therefore be undetectable. This is seen in most of the 
data (~ 99%). In some cases, however, e.g., strong wind conditions, there is a possibility that these values 
may be significant. Even in this scenario, it is not straight-forward to separate out the 'up' velocity from 
the noise (vessel motion, etc.). Secondly, visualization of such data in a meaningful manner would require 
significant work. With the relatively high effort and 'low rewards' associated with this analysis, this was 
out of the current scope and can be considered as part of any future analysis of this data. 
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Figure 4-9: ADCP data from the sailboat path from 5/24/21-5/27/21 at the surface-most four depth 
bins; (a) 0.1-0.56 m; (b) 0.56-1.02 m; (c) 1.02-1.48 m; and (d) 1.48-1.94 m.  
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Figure 4-10: Zoomed ADCP data from Figure 4-9 showing only the top depth bin (0.1-0.56 m). Inset 
VKRZV�HUURUV�LQ�WKH�UHSHDWHG�µ]LJ�]DJ¶�SDWWHUQ�LQ�WKH�GDWD�FDXsed by magnetic declination not 
accounted for, the correction was then made in the MATLAB subroutine.  

 

 
Figure 4-11: ADCP and wind data comparisons. Both instruments were mounted on the same ASV. 
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RESULTS & DISCUSSION RELATED TO OBSERVATIONS 
 
ADCP velocities: Sample ADCP data from several different Vela deployments for the following dates are 
discussed below: (i) 8/12/21 ± 9/9/21; (ii) 9/9/21 ± 10/9/21; (iii) 10/15/21 ± 11/10/21; (iv) 11/12/21 ± 
12/4/21; and (v) 12/17/21 ± 1/1/22. In each case, the velocity distributions at the top four surface bins 
(centered at 0.33 m, 0.79 m, 1.25 m and 1.71 m) are presented. Figure 4-12 to 4-14 show the velocity 
vectors over the entire course of three ASV deployments. No unexpected trends are apparent in any of 
these cases, with the velocity vectors within the expected ranges. In Figure 4-15 the highlighted regions in 
the ADCP data show unexpectedly high values in all the bins. In Figure 4-16 the highlighted regions 
show unexpectedly high values in bins greater than 1 m depth; this feature is not seen in the top two near 
VXUIDFH�ELQV��&ORVHU�H[DPLQDWLRQ�RI�WKH�GDWD�GLGQ¶W�UHYHDO�DQ\�LVVXHV�ZLWK�SURFHVVLQJ�DUWHIDFWV��LW�LV�
unclear what caused these events. A likely explanation for the otherwise unaccounted for ADCP data 
variations is the infrequent but documented occurrence of large floating aquatic vegetation debris 
catching on the keel enough to interfere with the ADCP beams (Figure 4-17). Reeds of grasses up to 3 
meters in length have been found afloat on the lake surfDFH�IROORZLQJ�KLJK�ZLQG�HYHQWV��9HOD¶V�NHHO�LV�
designed to shed weeds, but these very long reeds can, infrequently, wrap on the keel for a period of hours 
in quantities large enough to interfere with sailing and ADCP performance.  
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Figure 4-12: ADCP data from the sailboat path from Aug 12 ± Sep 9, 2021 at the top 4 different 
depth bins; (a) 0.1-0.56 m; (b) 0.56-1.02 m; (c) 1.02-1.48 m; and (d) 1.48-1.94 m. 
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Figure 4-13: ADCP data from the sailboat path from Sep 9 ± Oct 9, 2021 at the top 4 different 
depth bins; (a) 0.1-0.56 m; (b) 0.56-1.02 m; (c) 1.02-1.48 m; and (d) 1.48-1.94 m. 
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Figure 4-14: ADCP data from the sailboat path from Oct 15 ± Nov 10, 2021 at the top 4 different 
depth bins; (a) 0.1-0.56 m; (b) 0.56-1.02 m; (c) 1.02-1.48 m; and (d) 1.48-1.94 m. 
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Figure 4-15: ADCP data from the sailboat path from Dec 5 ± 17, 2021 at the top at the top 4 
different depth bins; (a) 0.1-0.56 m; (b) 0.56-1.02 m; (c) 1.02-1.48 m; and (d) 1.48-1.94 m. 
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Figure 4-16: ADCP data from the sailboat path from Dec 17, 2021 ± Jan 01, 2022 at the top 4 
different depth bins; (a) 0.1-0.56 m; (b) 0.56-1.02 m; (c) 1.02-1.48 m; and (d) 1.48-1.94 m. 
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Figure 4-17: Long floating reeds affecting ADCP beams. 
 

General environmental trends: While seasonality is evident in the typical environmental variables 
(conductivity, surface temperature, oxygen concentration), we also detected high variability at high 
frequency (e.g.: daily, sub-daily, and sub-hourly) (Figure 4-18). The high frequency variability responds 
to small scale features in the lake and, for fluorometric variables (backscatter, chlorophyll, phycocyanin 
and FDOM) can represent the presence of patches and scums of algae. It is important to recognize that 
this variability can cross several orders of magnitude and is otherwise lost during point observation 
monitoring.  

As lake-wide seasonal trends, conductivity and temperature peaked in summer months. FDOM had an 
inverse relationship with conductivity (with increased variability during fall), and dissolved O2 
concentrations inversely followed temperature as expected. However large diurnal variability in the 
dissolved O2 concentration surpassed that of temperature and could also be related to peaks in variability 
of phycocyanin. 

 
Vela detected the presence of algal blooms (i.e. Chlorophyll) as early as February, which also 
corresponded to a local peak in blue green algae as seen in the Phycocyanin record (ancillary data 
collection confirmed this was likely Dolichospermum sp., formerly known as Anaebaena sp.). Aside from 
short HAB episodic events in February and March (see individual mission timeseries for better 
resolution) two maxima can be roughly identified: in summer, starting to increase in late April, peaking in 
July and August, and declining in September; and in fall, from late September to mid-November. These 
trends tend to match the M. aeruginosa patterns observed from other tasks, e.g. in Figure 3A-16. 
Following broad trends, a lag between phycocyanin and FDOM peaks is observable. High FDOM (and 
high variability) is more likely to be observed following decreasing trends in Phycocyanin.  In contrast, 
this high variability in phycocyanin is associated with low turbidity (backscatter) the first half of the year. 
High frequency variability is difficult to observe in the full time series dataset, but specific missions 
illustrate serve to highlight this variability. In general, a strong diurnal signal was captured in the 
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environmental parameters (temperature, conductivity, and dissolved oxygen) but this is not always true 
(e.g., missions 1-7, no signal, vs 17-21, strong signal in the Annex). We attribute the removal of the 
diurnal signal to strong wind mixing at the surface.  
 

 
Figure 4-18: Time series of environmental and fluorometric variables collected during all missions 
in 2021, after 1st level QC and geofencing. A 5min mean filter was applied for regularity. 
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Further work on analyzing independent missions is ongoing, but it is important to make a note on the role 
of wind, and why separating datasets for analysis is crucial. While we have attributed scarcity of data 
early in the year to difficulties and progress in establishing continuous operations of the sailboat, it is 
important to notice the presence of stronger and chaotic winds during the first missions (e.g., February to 
March, see Figure 4-19), making navigation more challenging. Worth noting is the effect on the ASV 
steering and navigation accuracy caused by hydrodynamic drag from the full HALO sensor suite. This 
problem was addressed through software code and sail trim adjustments made throughout the year. The 
more continuous and better stream of data since July (Figure 4-18 and figures in the next section), was 
possible with our continuous improvement of navigation, but also to calmer conditions in the lake. Thus, 
correlation responses among variables might be different under windy and calm conditions (e.g., presence 
or lack of diurnal signals), or even lost entirely if considering the bulk of the dataset. More on this topic is 
discussed in the point-to-point comparison section below. 

 
Figure 4-19: Wind speed measured at DBHydro station LZ40 during 2021. Instantaneous record in 
blue and daily average in orange. A dashed line is shown to mark an arbitrary threshold of 15MPH 
to indicate strong sustained wind periods in the daily average. 

 
Spatiotemporal structure: To separate spatial and temporal trends, we constructed the spatiotemporal 
plane for three different transects: the right leg of the triangular path, the bottom leg, and the left leg as 
shown in Figure 4-20, for all fluorescence variables. We constructed narrow geofences enclosing the 
transects to capture data in the path, and project the data to line transects (in the middle of the geofence). 
This projection allows the identification of the development and movement of algal blooms along a 
transect. Figures 4-21 to 4-24 show the spatiotemporal distribution of Chlorophyl, Phycocyanin, 
Backscatter and FDOM respectively during the entire year, projected over the transects as defined. 
Increased chlorophyl patches were detected as early as 2/12/21 ± 2/13/21 and later in May (Figure 4-21). 
As described above, data resolution is lower in these early months, and when data is present the signal is 
noisy. It should be noted that there will always remain gaps (white space) in these projection plots due to 
the periods of time in which the ASV was conducting one of the other two transect legs. As of the 
beginning of June, the dynamics of chlorophyll patches start to show. These patches show up near more 
coastal waters (northern edge of R near L001 and western edge of B, near L008), and seem to last for 
weeks but do not geographically displace along the transects. However, on the western transect (L), an 
apparent motion is observed in the northwest direction along the coast (from L008 towards KBARSE, see 
slope of increased Chl-a concentrations). High concentrations are widespread along transects in the later 
months, with the highest peaks recorded appearing in the right and bottom transects. 
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Figure 4-20: Geofences to define regions that enclose the right (R, magenta), bottom (B, white) and 
left (L, black) transects, to generate spatiotemporal planes. Lines in jet colormap indicate a selected 
variable measured along the path for reference. Data falling outside the geofences was discarded 
for the following analysis. 

 

Phycocyanin dynamics better illustrate bloom transport in the lake (Figure 4-22), mostly because peaks in 
chlorophyl can span rapidly over several orders of magnitude, while peaks in phycocyanin are more 
moderate in magnitude (Figure 4-18). In the left transect (L), the northeast along-coast displacement of a 
small bloom is confirmed in June, a large bloom appears relatively stationary during July, and two 
successive large blooms appear to be displaced in the inverse direction (southeast) of the transect in 
October and November. 
 
Motion is also observed in the right transect from L001 towards the interior of the lake from the end of 
June and lasting till August. Lower concentration blooms hint to motion in the same direction during fall 
(October-November). For the bottom transect, small episodic peaks appear in the summer months (seen as 
spots in Figure 4-22). A medium bloom appears roughly in the middle of the transect in late July early 
August, and slowly moves eastward until September. A large concentration bloom appears on the 
coastward edge (L008) in the second half of September and remains high until mid-November. Some 
displacement of lower concentration mases toward the interior are seen during this period, but the bloom 
does not reach the eastern edge of the transect (L004). 
 
Blooms tended to occur at widespread relative low turbidity conditions (as seen in the backscatter signal 
(Figure 4-23), and immediately followed by a higher CDOM signal (Figure 4-24). The existence of a 
small perceivable lag between CDOM and chlorophyl (CDOM increasing following a bloom appearance) 
should be confirmed with continuous stationary measurements (e.g., combined analysis with Task 6), as 
this signal is difficult to separate in the convoluted spatiotemporal dimension. 
 
Backscatter products (470 nM, 532 nM, 650 nM) showed relatively similar patterns and the first band 
(470) is shown in Figure 4-23. More in depth optical analysis should be performed on this dataset, but 
general trends show higher turbidity during strong wind events, not only near coast (e.g., L001, L008 or 
the entire left transect), but also in the interior of the lake (e.g., the entire bottom transect), indicating 
resuspension processes of sediment load are occurring widespread. 

L001 

L004 

L008 

KBARSE 
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In contrast to turbidity (Figure 4-23), CDOM (Figure 4-24) was consistently higher in coastal locations 
(e.g., left transect, and near L001 and L008). We suspect that some of this is due to the suppression of the 
fluorescence signal at higher turbidities; thus we are considering a fluorometric correction algorithm to 
provide turbidity-independent data. 

To better understand relationships among these variables, and detect higher frequency signals, we will 
analyze specific missions and perform point-to-point comparisons. Some general trends on point-to-point 
comparisons are highlighted in the next section.  

Point-to-point data comparison: To illustrate the complexity of the full dataset (>2 million datapoints), 
scatterplots of Chlorophyll vs other fluorometric and environmental variables are presented (Figure 4-25). 
Observed patterns among fluorescence variables include: a negative nonlinear relationship with turbidity 
(through backscatter), two distinguishable trends on the chlorophyll a vs phycocyanin relationship, 
indicating the existence of more than one population causing blooms widespread in the lake (i.e. M. 
aeruginosa vs. Dolichospermum sp.), and a positive but noisy relationship with CDOM. Correlations with 
environmental variables seem weak, but our hypothesis is that trends are obscured by multiple 
superimposed processes at different spatial and temporal scales, requiring investigation of individual 
episodes as mentioned above. 
 
 

CONCLUSIONS & FUTURE WORK 
 
Lake Okeechobee (1732 km2 area) is sufficiently large to allow the development of complex dynamic 
features in its water column environmental composition and thus biogeochemical responses, including 
algal blooms.  For example, wind velocity is responsible for the main surface current regime in Lake 
Okeechobee, and it can affect microscale circulation features (<1 km, <1 day). Modeling studies have 
shown that strong wind events can produce the complete mixing of the entire water column, while 
thermal stratification is present during calm weather periods (Jin et al., 2002), both processes affecting the 
distribution of nutrients, and thus biological responses, in the lake. On the other hand, small circulation 
features in the lake (some captured by our ADCP measurements) can create convergent fast-moving 
fronts and these motions are responsible of the redistribution of suspended particles, which can include 
harmful algal blooms. On the other hand, wind driven waves are responsible for sediment (and thus 
sediment nutrient load) resuspension, while wind induced currents transport those sediments (Jin & Ji, 
2004; Jin & Sun, 2007). This complex environment thus makes space for complex responses in HAB 
dynamics that cannot be captured by traditional monitoring programs. 
 
Fixed station monitoring programs give useful information on HAB and water quality evolution at large 
time scales (years to decades) and can be used to emit alerts when high concentrations of toxic algae are 
present in a station. However, this monitoring, even when using a considerable number of stations, will 
still not provide the ability to measure higher frequency responses, or the spread of a bloom event, or to 
identify localized features not covered by the station network. The installation of fixed continuous 
monitoring systems (e.g., Task 6 and new SFWMD DBHydro installations) can resolve the finer 
temporal responses, but those are representative of a point station of the lake. Satellite images (Task 5) on 
the other hand, can help identify lake wide distribution patterns of color properties, which are indicative 
of algal blooms, turbidity or CDOM, but the small-scale temporal variability is lost, and the measurement 
depend on coverage and disentangling the interference of a highly turbid environment. To supplement 
these approaches from an observational point, Vela operations have provided very useful information on 
fluorometric and environmental properties. The sailboat has covered over 10,000 km of the lake cycling a 
72 km path including additional detailed targeted investigations of bloom events and side missions, and 
for a total of 6,888 hours of operation, providing more than 2 million datapoints for every sensor used. 



4: ASV monitoring 
 
 

200 

Sensor packets included backscatter (three different bands), fluorometer (chlorophyll, phycocyanin and 
CDOM), CT (conductivity and water temperature) and dissolved oxygen.  
 
In addition to the environmental dataset, we have successfully acquired a complementary dataset of water 
column velocities from the ADCP, and atmospheric array which has not been discussed in this report. 
Future work on integrating the velocity field with to other collocated sensors could help understand better 
the motions of water characteristics and algal blooms. There is also a massive integration effort still 
underway, incorporating data from other tasks, focusing on identifying algal species-specific patterns 
based on spatial gradients of various parameters. Because the ASV inherently travels between different 
areas with different bloom assemblages, it may be possible to use the gradual transition in parameter 
values between these disparate phytoplankton species-dominated areas to identify species using only 
common fluorometric/environmental sensors according to combined multiparameter criteria. For 
example, M. aeruginosa may exhibit higher phycocyanin to chl-a ranges, and a low backscatter, but may 
also produce an extremely elevated O2 and high pH during the day. We are currently exploring these 
fingerprint approaches, as they can be useful not only onboard the ASV but also from other fixed-location 
and even discrete sonde-based approaches. 
 
Going forward, the strategy of future ASV deployments should be dependent on the desired output. For 
example, full lake coverage with several ASVs, while costly, could reveal full lake time series images of 
phyocyanin and other parameter. The temporal resolution Figure 4-21 to 4-24 appears acceptable to 
resolving most bloom patterns; with two or three ASVs operating at the same low, safe reliable speed, this 
could be achieved. Alternatively��D�VLQJOH�$69�PRQLWRULQJ�WKH�³/´�WUDQVHFW�LQ�)LJXUH��-20 (repeatedly 
traveling back and forth from the two vertices) would be ideal from the perspective of understanding 
bloom transport dynamics in this important initiation region. 
 
Some highlights include: 

x This was the first ever attempt in Lake Okeechobee to measure CDOM and phycocyanin directly 
in the water at wide scale.  

x The enormous number of data points collected allow to differentiate daily and sub-daily 
frequencies, as well as to cover seasonal trends, and responses to specific events. 

x We could identify some combined spatiotemporal trends, and further analysis supplemented with 
satellite images could give insight into spatial spread of bloom formation, development, and 
decline.  

x The data collected during all mission are a big data challenge that can elucidate unexpected 
results. The data set is complex given the interweaved spatiotemporal dimensions, but modern 
statistical analysis tools and use of supercomputing power provide multiple approaches. 

x We have successfully demonstrated the value of the ADCP data to the ASV (sailboat) platform. 
As part of this ambitious effort, deployment and data acquisition issues were identified and 
resolved during the first half of the reporting period. The ADCP data will be critical for Task 1E 
for circulation/transport modeling, but also for sediment resuspension modeling (Task 3&11) 

x Code routines (in Python and MATLAB) where developed for reading and postprocessing 
environmental and ADCP data to ensure quality was maintained; for environmental variables, to 
filter unexpected values, generate time series, and spatiotemporal planes; and for ADCP 
measurements, to subtract vessel motion accurately from a moving platform and generate images 
over different depth intervals over the entire path of the sailboat. Separate routines were also 
developed to use weather data (wind speed) from Vela. All this code libraries will make 
interacting an analyzing Vela data more straightforward in the future. The same routines can be 
used in future deployments of the ASV at Lake Okeechobee and elsewhere.  
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x Future applications could potentially include using the ADCP data for comparisons with other co-
located measurements in Lake Okeechobee, thus helping integrate physical aspects to the overall 
biology, chemistry, and geology of the lake. 

 

 
Figure 4-21: Chlorophyl [ug/L] timeseries in time (daily averaged, top), and time and space 
dimensions for the right (R, between L001- L004), bottom (B, L004-L008) and left (L, L008-
KBARSE) transects as shown in Figure 4-11. The edges of the quasi-triangular path dividing the 
transects are roughly DBhydro stations L001, L004, L008, KBARSE. The section between 
KBARSE and closing cycle in L001 is not shown. 
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Figure 4-22: Phycocyanin [ug/L] timeseries in one dimension (daily averaged, top), and time and 
space dimensions for the right (R), bottom (B) and left (L) transects as shown in Figure 4-11. 
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Figure 4-23: Backscatter [470 nM] in one dimension (daily averaged, top), and time and space 
dimensions for the right (R), bottom (B) and left (L) transects as shown in Figure 4-11. 
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Figure 4-24: CDOM [PPB] timeseries in one dimension (daily averaged, top), and time and space 
dimensions for the right (R), bottom (B) and left (L) transects as shown in Figure 4-11. 
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Figure 4-25: Scatter plots of entire unfiltered quality-controlled dataset showing relationship 
between chlorophyl and other fluorometric and environmental variables. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The following pages contain the Task 4 Annex (Time series for individual missions) 
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TASK 5A: SEAPRISM DEPLOYMENT AND OPERATION (TASK LEAD: MOORE) 

 
INTRODUCTION 

 
The main objectives of Task 5A were 1) to maintain a SeaPRISM instrument on Tower Platform L001 
for a) real-time observation of surface optical properties and b) generation of matchup validation data sets 
IRU�VDWHOOLWH�DQDO\VLV��7KH�6HD35,60�LV�DQ�DXWRPDWHG�UDGLRPHWHU�WKDW�LV�FRQQHFWHG�YLUWXDOO\�WR�1$6$¶V�
AERONET-OC network. This node (Lake Okeechobee) is one of three sites located in freshwaters in 
North America. The SeaPRISM measures the spectral light field reflected off the water at 12 wavelengths 
every 30 minutes during the day, as well as routine atmospheric measurements. The data are transmitted 
to NASA every hour, where they are processed and quality controlled, and then made available on a 
dedicated web page.   
 
 

METHODS 
 
The device is calibrated at NASA each year, and the quality control (QC) procedures at NASA assure 
high quality data.  These QC and processing steps are detailed in Zibordi et al. 2009, and the reader is 
referred to that document for further information.  We note that all SeaPRISMs are standardized and 
undergo the same QC and processing sequences at NASA by the AERONET-OC protocol (see Zibordi et 
al. 2009).  There are 3 levels of stringency, and we report on the level 1.0 data (first quality), except 
where otherwise noted. The derivation of the individual remote sensing data products (e.g. Cyanobacterial 
Index) is more easily conceptualized as part of the satellite remote sensing workflow and is thus further 
described in the Task 5B Methods section. 
 
 

ACTIVITIES SCHEDULED vs. COMPLETED 
 
The overall objectives of this task were met to completion.  Between 1/19/21 and 1/6/22, 3522 
observations were generated by the SeaPRISM, and all data were processed and made publicly available 
by NASA on their AERONET website. The unit was installed on the L001 platform (Figure 5A-1) on 
1/19/21 due to a delay in calibration at the NASA facility.  It operated normally through the entire project 
period, except in March for several days when a tangled cable prevented normal robot movement.  This 
was rectified by a site visit, but this was our only issue in the year of operation. The unit was removed on 
1/6/22 and returned to NASA for post-calibration.  

 

Figure 5A-1: Left: Dr. Liisa Rohtla installing the SeaPRISM on 1/ 19/21 at L001. Right: SeaPRISM 
installed on L001 as seen from approach (red circle). 
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NASA reported instrument failures in early March. HALO personnel Moore, Rhotla and McFarland 
responded and attended the unit.  Upon inspection, a control cable was entangled in the preventive bird 
spikes (Figure 5A-2).  The wet sensor was also covered in guano.  The unit was cleaned, and cables fixed 
to avoid repeating the problem.  There were no other problems with the unit for the remainder of the 
deployment. 

 

Figure 5A-2: SeaPRISM maintenance site visit on 3/18/21. Bird spikes and cables visible, along with 
guano covering the vertical piece of the robotic mount. 

 

RESULTS & DISCUSSION 
 
The collected mean spectra at L001 were compared to the spectra collected the previous year when the 
sensor was installed at LZ40 (Figure 5A-3).  The remote sensing reflectance (Rrs) shape was consistent, 
but the magnitude was lower at L001.  This is probably the result of higher levels of CDOM in the surface 
waters at L001 (as it is closer to the Kissimmee River inflow).  

 
Figure 5A-3: Mean spectra of Rrs from SeaPRISM at L001 (green line) compared to previous 
location at LZ40 (blue line).  The shape is similar, but lower in magnitude at L001. 
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The data collected by the SeaPRISM is a time series reflecting surface optical properties.  When aligned 
with other environmental data collected by the adjacent buoy system, the combined data provide deeper 
insight into the processes in the lake as they affect the surface (Figure 5A-4). Highlighting a small 
window between 6/1/21, and 8/1/21, surface patterns of different variables are inter-related through 
processes of resuspension, settling, and cyanobacteria surfacing.  
  
The Task 6 (LOBO) turbidity time series and the Rrs at 709 nm from the SeaPRISM showed coherent 
patterns over the two-month period in general.  High turbidity was associated with higher Rrs 709 and 
was wavelength-sensitive with respect to particles in the water. The chlorophyll and phycocyanin Task 6 
signals showed opposite patterns: they were lower when turbidity was higher.  This is likely a 
consequence of the impacts of wind induced turbulence on the distribution of particles in the water 
column.  During low winds, sediments will settle, and cyanobacteria cells will begin to ascend to the 
surface (decreasing turbidity, higher chlorophyll at surface).  During higher winds, sediments will become 
re-suspended and cyanobacteria cells will be mixed throughout the water column (increasing turbidity, 
lowering chlorophyll at surface).  
 
There were occasions when Rrs 709 was extremely elevated and correlated with high chlorophyll and low 
turbidity. These were likely situations when cyanobacteria were floating at or near the surface in 
concentrated forms during low wind periods and beginning to form surface scums. Some of these high 
values also could be caused as artifacts in the SeaPRISM processing, which were removed during QC 
screening by SeaPRISM processing at NASA, as some of these points were removed at quality level 1.5 
and higher (Figure 5A-5). This is interesting and requires further analysis. 
 
The spectral data were transformed into the Cyanobacterial Index (CI) product, compatible with the 
satellite CI product, for validation (see Task 5B report), and for generating a turbidity relationship with 
the matchup data with Task 6. 
 
Lastly, the data from the SeaPRISM was used to validate the remote sensing data with matchups with 
satellite overpasses (next section, Task 5B). This was useful in guiding atmospheric correction schemes 
and validating remote sensing products.  
 
 

CONCLUSIONS & FUTURE WORK 
 
The SeaPRISM unit, an automated radiometer part of the NASA AERONET-OC network, provided a 
large data set of optical measurements in Lake Okeechobee. The SeaPRISM collected over 3,400 spectral 
observations of water surface reflectance, which is an order of magnitude higher compared to Lake Erie 
with the identical SeaPRISM unit. This is partly a reflection of the longer operating window (year-round 
in Lake Okeechobee compared to 6 months in Lake Erie due to ice cover), but also the greater number of 
cloud-free windows over southern Florida.  The greater exposure to light (and warm temperatures) is an 
important environmental aspect that is necessary for cyanobacteria bloom ecology. 
The SeaPRISM unit operated nominally for much of the deployment period, requiring only one 
maintenance visit. These data sets are valued by the international ocean color community for the service 
they provide for satellite matchup analyses. The data collected during this project will be useful for years 
to come for satellite atmospheric correction scheme research, and provide a unique data set on water 
quality that enhances the information from other data sources (e.g. Task 6). 
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Figure 5A-4: Time series of measurements at L001 from 6/1/21 through 8/1/21. A) SeaPRISM Rrs 
709 (color-coded by CI); B) same as A with y-axis re-scaled; C) Task 6 turbidity; D) Task 6 Chl-a; 
E) Task 6 phycocyanin fluorescence. 
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Figure 5A-5: A) Full reflectance spectra of outlier points from Figure 5A-4A for negative CI values 
(no cyanobacteria). B) Full reflectance spectra of outlier points from Figure 5A-4A  for positive CI 
values (potential cyanobacteria). These spectra are very high, especially in the near infrared and 
may either be special cases (e.g., floating algal mats) or contaminated measurements. 
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TASK 5B: REMOTE SENSING PRODUCTS (TASK LEAD: MOORE) 

 
INTRODUCTION 

 
The main objective of this task was to generate mapped satellite products related to water quality and 
cyanobacteria blooms for Lake Okeechobee over the duration of the project, and to operationalize the 
transmission of these to the data portal. The data products included determining the best performing 
algorithms for turbidity, cyanobacteria index or CI, and Chl-a concentration for remote sensing imagery. 
The satellite products that were used were imagery from the Ocean Land Color Imagery (OLCI) sensor on 
board the twin satellite pair Senintel-3A/B operated by the European Space Agency (ESA). Satellite data 
SURFHVVLQJ�ZDV�DXWRPDWHG�IRU�WKLV�SXUSRVH�XVLQJ�1$6$¶V�6HD'$6�LPDJH�SURFHVVLQJ�SDFNDJH��DQG�
custom algorithms were applied to the atmospheric-corrected imagery for generation of water quality 
products. These were then automatically uploaded to the HALO database for display on the HALO data 
portal. Goals included 1) Satellite data acquisition, 2) Satellite image processing, 3) Product generation 
and uploading, 4) Satellite validation with SeaPRISM data, 5) Algorithm validation with field data and 
satellite data, 6) Uncertainty characterization of generated algorithms and associated products. 
 
 

ACTIVITIES SCHEDULED vs. COMPLETED 
 
Task objectives were met in entirety. Between 1/1/21 and 12/31/21, there were 365 Sentinel-3 satellite 
LPDJHV�GRZQORDGHG�IURP�WKH�(XURSHDQ�6SDFH�$JHQF\¶V�RQOLQH�GDWD�SRUWDO�&RSHUQLFXV���2I�WKRVH������
were of sufficiently usable quality IRU�TXDQWLWDWLYH�XVH��7KHVH�ZHUH�SURFHVVHG�ZLWK�1$6$¶V�6HD'$6�
software system and uploaded to the main HALO data portal daily. Project products included the 
cyanobacteria index (CI) and turbidity. Additional non-scheduled progress was made regarding 
climatological histories of HABs on Lake Okeechobee. 
 
 

METHODS 
 
Level-1A data for Sentinel-3/OLCI images were downloaded within 12 hours of acquisition, processed 
and uploaded to the HALO portal.  Acquired images were then processed through 2 atmospheric 
correctLRQ�VFKHPHV�WKURXJK�1$6$¶V�6HD'$6�SDFNDJH��SURGXFLQJ���RFHDQ�FRORU�SURGXFWV�IRU�HYHU\�LPDJH�
± turbidity and the CI. The Cyanobacteria Index (CI) is an optical product based on a line height form 
using three bands in the red/NIR region (Wynne et al 2008), specifically the reflectance at 665 nm, 681 
nm and 709 nm. The CI captures an optical feature that is related to particles in suspension near the 
surface of the water with a combination of spectral absorbing and scattering properties (Moore et al 
2017). The CI is defined as: 

CI = - [(rho681± rho667) ± (rho709 - rho667)*[681 ± 667] / [709 ± 665]] 

where rhoXXX is the partial reflectance at that wavelength.  A positive CI indicates presence of 
cyanobacteria, which we used as a flag in data plots. [Note: the negative sign for CI asserts a positive 
value when there is trough detected at 681 nm.] 
 
The CI product uses wavelengths in the red and near infrared (NIR) spectrum (Figure 5B-1) and is 
insensitive to aerosol loads in the atmosphere. To derive this product, images were produced from 
partially atmospheric correction where only the molecular scattering is removed leaving aerosols. These 
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partially corrected images, which resulted in spectral reflectance products, were then subsequently used in 
the CI algorithm developed by Wynn et al. 2008. These image products were saved into a NetCDF file. 
For turbidity, the full atmospheric correction is required. We used a variation of the NASA standard 
scheme called the Management Unit of the North Sea Mathematical Models (herein MUMM) algorithm. 
This scheme was developed to account for near infrared (NIR) backscattering using a different water 
model and assumes a constant shape in the NIR and was derived from waters where particles are 
dominated by inorganic types (Ruddick et a. 2000; Ruddick et al. 2006).  

 
Figure 5B-1: A reflectance spectrum measured in Lake Okeechobee, with the spectral bands used 
in the cyanobacteria index highlighted. 

 

The MUMM-AC was developed with two main assumptions: 1) the aerosol properties are homogeneous 
over the area under consideration, and 2) the NIR reflectance ratio at two wavelengths were invariant and 
could be approximated by a universal constant. The MUMM in NASA SeaDAS (v7.5.3) was used for the 
image processing, and generated spectral remote sensing (Rrs) products. Two other schemes were also 
used ± the NASA standard scheme (SeaDAS-STD), which also includes a NIR component for turbid 
waters (Bailey et al, 2010), and the POLYMER scheme (Steinmetz et al, 2010), which is a polynomial-
based scheme originally designed for the MERIS sensor (the precursor to Sentinel-3/OLCI).   
 
Measurements from the SeaPRISM were co-located with processed satellite imagery using the protocol 
outlined in Bailey et al. (2006). For all comparisons, the SeaPRISM L2.0 data were used to ensure a 
higher degree of confidence in the quality of the ground data. Briefly, all pixels within a 500 meter radius 
(equivalent to roughly a 3x3 box) were extracted and the median was applied to all valid data. For 
SeaDAS-STD and MUMM, level-2 flags for atmospheric correction failure, stray light, glint, high light, 
high satellite zenith angle, high solar angle and clouds masks were applied as a screen. For POLYMER, 
similar flags were used. The mean, median and standard deviation of valid-remaining pixels were 
determined. Thresholds for the coefficient of variation (ratio of standard deviation to the mean < 0.15) 
and minimum number of valid pixels (50%) were also applied to each band. These were matched to the 
nearest SeaPRISM measurement within a one-hour window (maximum time difference). We note that 
negative data that passed the flag criteria retained, and that criteria were assessed on a band-by-band 
basis. Failure at one wavelength did not exclude other matchup pairs for wavelengths from the same 
pixel. As flags affect all bands in a pixel, different matchup numbers across the bands were attributed to 
failure of the coefficient of variation test. 

Field data collected during this project from Task 2 and historical data from DBHYDRO were used to 
develop and evaluate algorithms for turbidity, chl-a, and cell counts.  
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Figure 5B-2: Matchup Rrs spectra for Lake Okeechobee between the SeaPRISM and S3A/OLCI 
processed with different schemes: a) SeaDAS-STD scheme; b) MUMM scheme; c) POLYMER 
scheme; d) mean Rrs. Colored dashed lines are SeaPRISM means associated with each AC  
scheme/matchup. Note: all satellite and SeaPRISM data shown without any f/Q corrections applied. 

 

RESULTS & DISCUSSION 
 
The optical complexity of Lake Okeechobee required a test evaluation for atmospheric correction 
schemes, which are known to perform poorly over turbid environments (Bailey et al, 2010).  Lake 
Okeechobee is an extreme case of a turbid system, and very much an end-member in terms of turbid 
environments. This poses challenges for both atmospheric correction and in-water algorithms. An 
important decision for processing images is the atmospheric correction scheme. This decision would rest 
on matchup analysis between the SeaPRISM measurements and the collocated satellite prediction for Rrs 
(the remote sensing reflectance which is the prime output product of atmospheric correction and the prime 
measurement of the SeaPRISM). The matchup analysis between Sentinel-3 data and the SeaPRISM 
indicated that the MUMM scheme was optimal over others with the least amount of bias and lowest 
uncertainties (Figure 5B-2). While all three schemes showed a negative bias, MUMM showed the least.  
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Figure 5B-3: A single satellite image scene from 2/26/21 as captured by Sentinel-3B, and processed 
through the HALO processing chain. Left: True-color RBG; Middle: Turbidity; Right: the CI. We 
note that CI was negative for much of the scene, indicating no cyanobacteria were visible in the 
surface waters. 

With the MUMM scheme selected, a turbidity product was generated from a single-band algorithm for 
turbid waters with Rrs as input, and the CI product was generated for the same image but with the partial 
atmospheric correction using rho (reflectance) as input (Figure 5B-3). These images were uploaded to the 
HALO data portal in real-time.  Evaluation of the quality of the image data was later assessed with field 
data matchups ± both historical from DBHYDRO and from HALO collected optical data sets which also 
included fixed-location turbidity measurements from Task 6. 
 
The matchup between the SeaPRISM measured Rrs 667 and the surface turbidity from the adjacent buoy 
showed a good relationship but was much different than expected from the published turbidity 
relationship from Dogliotti et al 2015.  A non-linear curve was fit to these data for a Lake Okeechobee-
specific algorithm (Figure 5B-4, left). This algorithm was tested against independent matchup points 
between Sentinel-3. Overall, the relationship was not as coherent between satellite and in situ turbidity 
measurements, with a 131% MAPE (Table 5B-1). The differences are likely attributed to atmospheric 
correction errors with the satellite data. Errors from correcting to Rrs will propagate into derived 
products. There is also a matchup/co-location error source. Satellite pixels are much larger than point 
collections and will incur natural errors from the heterogeneity of the environment. Regardless, there is 
error in the turbidity product, and we have characterized this from the matchup data set. Even with this 
error, this is likely the most robust optical property derived from ocean color satellite data.  
 

 
Figure 5B-4: Left: Buoy turbidity plotted against Rrs 667 (from the SeaPRISM; middle: buoy 
turbidity versus Sentinel-3 Rrs 667; Right: DBHYDRO turbidity versus Rrs 667 Sentinel-3 
matchups. The red line is a custom turbidity fit from left plot; the green line is the published 
Dogliotti et al 2015 function. 

Turbidity (NFU) CI

Rrs 667 (sr-1)

20

40

60

80

0 0.004 0.008 0.012

Tu
rb

id
ity

 (N
TU

)

0 0.004 0.008 0.012

20

40

60

80

100

T=4.95*10(Rrs667*230.4) T=2.84*10(Rrs667*345.7)

0 0.004 0.008 0.010.0060.002

20

40

60

80

100
DBHydro ʹ S3L001 Buoy ʹ S3L001 Buoy ʹ SeaPRISM



6: Fixed location 
 
 

237 

The CI product is probably the best indicator of cyanobacteria presence from satellite, however. This 
product is operational in NOAA HAB bulletins. We have used the exact same method to generate CI as 
NOAA, with one small difference. The NOAA product is published in terms of cyanobacteria cell counts, 
but these are generally lacking for Lake Okeechobee. The HALO project collected cell counts, and we 
evaluated the CI against these data in our satellite product suite.   

 
Figure 5B-5: The Cyanobacteria Index (CI) as generated from Sentinel-3 versus the CI derived 
from the SeaPRISM. The red line is the 1:1 line. 

There is interest in the quality of the satellite CI product itself.  This is a product that can be generated 
from SeaPRISM measurements (Task 5A), so matchup analysis is possible. A matchup data set between 
the SeaPRISM and Sentinel-3 for CI was generated for the HALO operating time period (Figure 5B-5).  
In general, there was a positive relationship between the pairs above the zero-zero coordinate, but a 
positive bias is evident for the Sentinel-3 CI. As a general indicator (recall that positive CI is an indication 
of cyanobacteria presence), the CI product appears to be working well in the sense of presence/absence. 
Further quantitative use encounters increased uncertainties, with the MAPE at over 100% between the 
pairs (Table 5B-1). The importance of this depends on the use. For simple presence/absence detection 
analysis, it bodes well.  We generated monthly climatologies of the frequency of CI presence for the 
entire Sentinel-3 archive (dating to 2016) and the MERIS archive (operational from 2004 through 2012) 
over Lake Okeechobee (Figure 5B-6), in which patterns of frequent occurrences can be observed and 
compared over time. 
 
The patterns between the two climatologies display both similarities and differences, with bloom 
frequency highest near the edges of the lake, particularly in the northern shores. The frequency appears to 
be higher from the Sentinel-3 observations, which would indicate an increase in bloom activity over the 
last 20 years. The timing of the blooms also appears different, with earlier onset more recently, and the 
spatial patterns are slightly variabile, with increased bloom excursions in the center of the lake more 
recently. These patterns are nonetheless interesting and require further study and corroboration with other 
data to confirm these trends. Although this was not part of the HALO Task 5B objective, it was a by-
product of the image analysis. 
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Figure 5B-6: Top row: monthly frequency climatologies of positive CI instances for MERIS 
between 2004 and 2012; Bottom row: monthly frequency climatologies of positive CI instances for 
Sentinel-3 between 2016 and 2021.  Colors indicate the frequency of observed positive CI as an 
indicator of bloom presence. 

The quantitative relation between CI and cyanobacteria cell counts was explored. The NOAA HAB 
products are reported in terms of cell counts using a transfer function for CI. In general, CI is proportional 
to cyanobacteria concentration in surface waters. Using the Task 2 data, we were able to relate CI from 
the field data to co-measured cyanobacteria cell counts from flow cytometry (Figure 5B-7). There is a 
positive and linear relationship between the cell counts and CI, but the NOAA relationship which was 
derived from data in different waters (Lake Erie) does not apply to Lake Okeechobee. A new functional 
relationship was developed from the HALO data, and it shows a much higher level of cyanobacteria for a 
given CI level. This makes intuitive sense: the optical transparency is much lower in Lake Okeechobee 
compared to almost any other lake, and for cyanobacteria to be visible or have an impact on the light 
field, the populations must be much closer to the surface and in greater numbers. When compared directly 
to satellite CI matchups, the Lake Okeechobee trend is higher than the predicted NOAA trend, but lower 
than the field measurements would indicate. This is higher than current predictions however, and should 
be further investigated with additional field data. A complete understanding of the optical environment of 
Lake Okeechobee is still lacking. The HALO data set represents a step forward in this direction, but 
further study of the optics of the lake is needed to understand why these relationships are different. 
Nonetheless, these cell count to CI relations are provisional but are likely more accurate than the current 
NOAA function.  
 
Due to the problems with both atmospheric correction and standard algorithms designed for clear waters, 
a chlorophyll product was shown to not be robust for Lake Okeechobee. We have a provisional 
chlorophyll algorithm related to the CI product (Figure 5B-8). While there is a general positive correlation 
between Chl and CI, the relationship is poor for the HALO data (collected in 2021). This is also evident 
in the Sentinel-3 CI matchups with the DBHYDRO Chl-a  (matched from 2016 to 2021). In light of these 
relationships, we recommend not applying a Chl-a algorithm widespread to satellite data for Lake 
Okeechobee. The amount of noise in the relationships is due to the natural optical complexity of the lake, 
in which the optical signal is dominated by organics and sediments, and the inherent noise in the satellite 
data itself also owing to the optical complexity of the lake. We recommend that only turbidity and CI are 
robust enough to be used quantitatively, and even then, there remains a large amount of uncertainty. 
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Figure 5B-7: A) Cyanobacteria cell counts from flow cytometry versus CI  derived from SeaPRISM 
Cyanobacteria cell counts from flow cytometry versus CI derived from Sentinel-3 image matchup 
data. The black line is the NOAA standard curve c; the red line is the SeaPRISM HALO fit; the 
green line is the Sentinel-3 HALO fit. 

 
Figure 5B-8: Left: Chlorophyll-a concentration versus the Cyanobacteria Index derived from the 
Task 2 in situ data set; the red line is a polynomial linear fit; Right: Chl-a from DBHYDRO 
matched with Sentinel-3 CI products. 

 
CONCLUSIONS & FUTURE WORK 

 
The main elements of Task 5B were met, which was primarily the generation of satellite products used to 
support other tasks in HALO and to deliver a time-series of mapped products for Lake Okeechobee that 
were accessible through the HALO data portal. Lake Okeechobee is considered an extremely turbid lake 
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from an optical point of view which poses many challenges for creating meaningful data products from 
satellite imagery.  The challenges involve both atmospheric correction and bio-optical algorithms.   
The analysis of atmospheric correction schemes showed that even the best scheme (the MUMM method) 
generated noisy images when full atmospheric correction was applied.  This impacted turbidity and 
standard chlorophyll products. We recommend against using turbidity and/or chlorophyll satellite 
products as downstream inputs in quantitative analyses, or at least the user should be aware of these 
serious issues related to image quality. Much more work is needed to improve both the atmospheric 
correction, and the in-water optical relations which are two inter-related issues. We emphasize, however, 
that the data sets we collected ± both in situ water grabs and the SeaPRISM data ± should be useful for 
future studies in this regard. Many satellite matchup points were generated between the SeaPRISM and 
satellite overpasses, which did not exist previously. The in situ optical data also are a new data set for 
Lake Okeechobee, and should be important for remote sensing/optical studies going forward which will 
likely to continue at some point in the future by researchers as remote sensing technologies improve. 
There is also much to be done in regards to comparisons of the ASV (Task 4) data to this Task 5 data. 
 
The two most robust water quality products we evaluated were turbidity and the native CI. Tuning 
algorithms to Lake Okeechobee improved on the transformation of spectral light to turbidity and cell 
counts (through CI), but considerable noise remains and the products have generally high uncertainties. 
This is a function of the optical complexity of the lake. Owing to type of algorithm applied for the surface 
cyanobacteria detection, partial atmospheric correction could be applied for the CI product, avoiding 
some limitations associated with full atmospheric correction. However, only cyanobacteria immediately 
at the surface could be detected with any degree of accuracy with this method. Nonetheless, the patterns 
in the images were useful for observing the spatial scale of events, and were very useful in detecting 
surface cyanobacteria populations. While these are more qualitative, the expression of CI indicating 
surface cyanobacteria in and of itself has quantitative information. The climatology maps of CI are 
important for long-term trend analyses, and here we have documented the surface cyanobacteria patterns 
over the last 20 years. These will serve as baseline comparative maps for assessing mitigation strategies in 
the future. 

Table 5B-1: Uncertainties for optical parameters in Lake Okeechobee. 

Parameter MAPE % RMS Bias 
Turbidity 131.1 24.0 (NTU) -0.07 (NTU) 

CI (positive only) 142.6 0.00028 0.00049 
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TASK 6: FIXED LOCATION WATER QUALITY MONITORING (TASK LEAD: HANISAK) 

 
INTRODUCTION 

 
FAU Harbor Branch launched the Indian River Lagoon Observatory (IRLO) in 2011 and has operated the 
associated Indian River Lagoon Observatory of Environmental Sensors (IRLON) since 2013. IRLON is 
an estuarine observation network of biogeochemical and meteorological sensors that provide real-time, 
high-accuracy and high-resolution water quality/weather data through a dedicated interactive website. 
IRLON initially built the water quality analytical capabilities with Land/Ocean Biogeochemical 
Observatory (LOBO) technology, first developed in 2003 by scientists and engineers at the Monterey Bay 
Aquarium Research Institute with support from the National Science Foundation. Modifications to the 
IRLON technology, including novel data loggers, telemetry capabilities, and sensors. were completed in 
2020. These new sensor arrays are called IRLON Biogeochemical Instrument Packages (BIPs). This 
innovative technology was incorporated in this project to provide fixed-location intensive water quality 
monitoring at two depths (= two stations) at the Tier 1 Northern site in Lake Okeechobee [instrument 
tower L001, operated by the South Florida Water Management District (SFWMD)]. This location was 
identified as a critical site for the initiation of cyanobacterial blooms in the lake. After installation, the 
IRLON BIPs at these two stations continuously measured the following parameters on an hourly basis 
during the period of deployment (7/1/21 ± 1/31/22): temperature; conductivity; depth; dissolved oxygen; 
pH; Chl-a; phycocyanin; turbidity; CDOM; nitrate, (NO3

-1); and orthophosphate (PO4
-3). 

 
 

METHODS 
 
IRLON staff maintained the BIPs and checked the incoming data daily to ensure that the data were being 
reliably transmitted or if the units needed servicing. Based on the previous experience of the IRLON team 
with this technology, each unit was visited by boat every three to four weeks, or more frequently, if there 
was, for instance, a loss of incoming data or a data drift issue. Each BIP was retrieved by boat and the 
sensors serviced, which included cleaning and refilling reagents, and calibration checks. The IRLON team 
also visited the BIPs every 4-6 weeks (depending on season/biofouling) to verify sensor readings for 
temperature and conductivity with a sonde with a CTD instrument that had been lab calibrated and 
verified prior to each maintenance event. A YSI ProDSS sonde was lowered concurrently with a Sea-Bird 
SeaCAT 19plusV2 CTD to coincide with in situ measurements of temperature, salinity, and pH by the 
Sea-Bird WQMx or SeaFET. The YSI sonde was calibrated and verified following FDEP SOP FT 1200 
and the Sea-Bird CTD was factory calibrated on an annual basis. At that same time, the IRLON team 
collected validation grab samples for nitrate (NO3

-), orthophosphate (PO4
-3), and chl-a that can be used to 

quality assurance/quality control (QA/QC) sensor data and document drift. Discrete samples were taken 
with a 10-L Niskin bottle at instrument depth following DEP SOPs for collection and preservation. 
Triplicate samples were taken and sent to Florida International University (FIU) CAChE, a FLDOH and 
NELAC certified lab, for analysis of nutrients and chl-a (corrected) data.  All sensor data used for 
comparison are considered provisional and have not undergone data processing to correct for sensor drift. 
All work was done in compliance with the Quality Assurance Project Plan (QAPP) approved by FDEP 
for this project. 
 
 

ACTIVITIES SCHEDULED vs. COMPLETED 
 
All proposed activities were fully completed, as follows. During the first quarter of the project, a 
reconnaissance to the two originally proposed sites in coordination with the SFWMD field team that 
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services the two instrument towers involved; we confirmed existing information and took additional 
details needed for the design of our deployments. The sensors were ordered from the respective 
manufacturers for all monitoring sensors (temperature, conductivity, depth, dissolved oxygen, pH, 
chlorophyll a, phycocyanin, turbidity, CDOM, phosphate, nitrate, and backscatter). The QAPP for this 
task was drafted and edited as per the initial FDEP review. During the second quarter of the project, four 
of the sensors were received: chl-a, phycocyanin, phosphate, and nitrate. FDEP was notified of the serious 
delay of the SeaFET sensor after the vendor (Seabird) advised us of interruptions of the temporary 
suspension of production and shipment of SeaFET instruments due to quality control issues from one of 
their suppliers (Honeywell). During the third quarter of the project, all additional sensors were received 
except the SeaFET from the respective manufacturers: temperature, conductivity, depth, dissolved 
oxygen, pH, chl-a, phycocyanin, turbidity, CDOM, and backscatter. During the fourth quarter of the 
project, the SeaFET sensors were finally received. 
 
Before deployment, the BIPs were wrapped with copper tape to reduce biofouling. The units were placed 
at a test site at HBOI to check that the instrument package, platform, and all sensors were functioning 
correctly and sending data. After the testing period, IRLON staff transported and installed the BIPs in the 
field. The IRLON team attached the BIPs to Tower L001 in Lake Okeechobee using an HBOI-designed 
pulley I-beam system for raising and lowering the BIPs into tKH�ZDWHU�IURP�WKH�*5$17((¶V�VPDOO�ERDW� 
We had previously reconned the SFWMD instrument tower L001 (Figure 6-1) for the deployment of 
our two sets of instruments: one near bottom (~1 m above the sediment; LO-L1B), and one near surface 
(~0.5 below the surface, LO-L1S). We returned on 4/26/21 to confirm measurements and made 
additional measurements to finalize the design (Figures 6-2, 6-3). Following the fabrication of the two 
I-beams that secure the instruments to the tower, on 5/12/21, we initiated the installation of the fixed-
location intensive water quality monitoring, with the installation of the I-beams on the instrument tower 
(Figure 6-4). Following testing of all sensors and telemetry at our test site at FAU Harbor Branch and 
some bad-weather delays, the second part of the installation was performed on 6/1/21 (Figure 6-5). Per 
usual protocol, following sensor deployment, public dissemination of the data was delayed until all 
issues could be resolved. In this case, we had to resolve a number of issues, most of them in regards to 
telemetry and working with the backscatter sensor, which is new for the IRLON system. All issues 
were resolved, except for real-time transmission of the pH (SeaFETs); those data are being recorded on 
site and currently are not real-time; these data were downloaded until telemetry was resolved. As of 
6/30/21, all troubleshooting of the instruments was completed and real-time data (except SeaFETs per 
above) were available starting 7/1/21. During the fifth quarter, the SeaFETs were received. The 
originally projected dates for collection were the six months from 4/15/21 to 10/15/21. With the delays 
previously mentioned in receipt of instruments and the time to resolve telemetry and other deployment 
issues, the instrumentation was instead operated continuously for the 7 months from 7/1/21 to 1/31/22. 
This period encompassed the peak season for both cyanobacterial blooms and tropical storms. 
 
During the fifth through the seventh quarter, publicly accessible data from the IRLON BIPs were 
available from 7/1/21 to 1/31/22. The continuous operations were successful in providing valuable, 
publicly available water quality data, which were first transmitted to the IRLON data portal 
(www.irlon.org), with a map-link to the IRLON dashboard visible on the Lake Okeechobee map on the 
GCOOS web portal(http://halo.gcoos.org/). Sensors were maintained and routinely validated at each 
station following the approved QAPP. Our two stations were visited by boat every three to four weeks, or 
more frequently as needed, e.g. a loss of incoming data or suspected malfunction. During these visits, 
each IRLON BIP was retrieved by boat and the sensors serviced (Tables 6-1 and 6.2) 
  
 

http://www.irlon.org/
http://halo.gcoos.org/
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Figure 6-2: Engineering schematic of fixed-
location intensive water quality monitoring 
installation showing the deployment of the 
biochemical instrument packages (BIPs) on 
instrument tower L001. Station LO-L1B is the 
near-bottom BIP (left); station LO-L1S is the 
near-surface BIP (right).  

 
 
 
 
 
 

 
 
 
 
 

 
 
 
 
 
 
Figure 6-3: Engineering schematic of the secondary lift point (pink beam) which was installed to 
facilitate deployment and recovery of fixed-location intensive water quality monitoring 
instrumentation on instrument tower L001.  

 
 
 

 

Figure 6-1: Pre-installation view (north 
side) of instrument tower L001. 
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Figure 6-4: Installation of the I-beams and other support structure on instrument tower L001, 
5/12/21, including (clockwise from top left): aerial view of HBOI small boat secured to the tower, 
lift point, HALO field team finalizing I-beam installation, and completed I-beam installation.  
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Figure 6-5: Post-installation images of fixed-location intensive water quality monitoring 
installation: the installed solar panels (top), one of the BIPs (lower left), and BIP deployment.  



 

6: Fixed location 
 
 

246 

RESULTS & DISCUSSION  
 
Date Completeness: To effectively evaluate the dynamic interplay of freshwater inputs and tidal flushing, 
a relatively complete time series of water quality data must be collected. An important performance 
metric established in the SAP was data completeness. EPA defines completeness as a measure of the 
amount of valid data needed to be obtained from a measurement system to meet study objectives (EPA 
QA/G-8, Guidance on Environmental Data Verification and Data Validation). Every effort is made to 
minimize data loss by keeping well-maintained instrumentation, bringing backup equipment on each 
station visit, and monitoring data remotely to correct problems as soon as possible. Data Completeness is 
defined as the collection of 90% of usable data as described in our SAP. The 90% value takes into 
consideration unexpected data loss resulting from malfunctioning instrumentation and extreme weather 
events. An assessment of data completeness for the two stations is provided in Tables 6-3 and 6-4.  
Data Completeness values for most parameters were higher than the targeted 90%. Looking at the stations 
individually: 

x LO-L1S (Table 6-3) ± Data completeness was exceptional for all parameters except for Cycle-
PO4 and SeaFET, with data loss ranging from 1.90 to 3.47%. Data loss was 53.82% and 11.01% 
for Cycle-PO4 and SeaFET respectively; the Cycle-PO4 data completeness was due to the failure 
of the Cycle-PO4 mid-deployment. The SeaFET data completeness was also due to the failure of 
the instrument mid-deployment on one occasion (see Table 6-1). The SeaFET was non-
responsive when retrieved following the mid-deployment failure and was repaired in the lab and 
re-deployed. Backup Cycle-PO4 and SeaFET sensors were not available. 

x LO-L1B (Table 6-4) ± Data completeness was exceptional for all parameters except for Cycle-
PO4 and SeaFET, with data loss ranging from 0.77 ± 1.18%. Data loss for Cycle-PO4 and 
SeaFET was 27.95% and 23.22% respectively; the Cycle-PO4 data completeness was due to the 
failure of the Cycle-PO4 mid-deployment. Backup Cycle-PO4 instrumentation was not available 
until a single Cycle-PO4 was borrowed from PI Beckler and deployed in October 2021. SeaFET 
data completeness was due to the failure of internal batteries, once in August 2021 and once in 
September 2021 that required the SeaFET to be returned to the lab. Batteries were replaced and 
the SeaFET was re-deployed as soon as possible. Backup SeaFET sensors were not available. 

Comparison of IRLON Sensors to sonde and laboratory analyzed samples: The discrete sampling 
activities to document QA/QC sensor data and sensor drift are summarized in Table 6-5. Side-by-side 
comparison of ECO, YSI Pro DSS and Sea-Bird 19plusV2 CTD during discrete sampling activities are 
provided in Table 6-6. For all stations across all sampling dates SBE37 temperature ranged from -0.45 to 
-0.35 ºC and -0.01 to 0.02 ºC of the YSI sonde and Sea-Bird CTD respectively. Provisional SBE37 
specific conductance ranged from -1.01 to 11.76 µS/cm and -3.27 to 7.85 µS/cm of the YSI sonde and 
Sea-Bird CTD across all sampling sites and dates. Provisional SeaFET pH was generally higher than 
concurrent YSI sonde and Sea-Bird CTD readings (Table 6-7). The overall difference between 
provisional SeaFET pH and YSI sonde and Sea-Bird CTD ranged from -0.48 to 0.26 and -0.27 to 0.47 
respectively across all sampling sites and dates Additionally, it is important to note that SeaFET pH data 
are reported on the total scale versus data for both the YSI sonde and 19plusV2 CTD, which are reported 
on the NBS scale.  Further refinement may also be necessary in the pH calculation to account for the 
freshwater application. Comparisons between provisional ECO BBFL2-W and FIU laboratory analyzed 
chl-a are summarized in Table 6-8. Overall comparisons between the ECO BBFL2-W and discrete 
samples for the majority of sites and sampling dates are poor, especially at higher chl-a concentrations. 
Further consideration is needed to evaluate inherent differences between in vivo fluorescence by in situ 
sensors like the ECO BBFL2-W to laboratory-extracted chlorophyll. 
   
Provisional Cycle-PO4 data varied with laboratory-analyzed phosphate (Table 6.9) due in part to the 
difference in filter pore size between the Cycle-PO4 and discrete samples (~7.5 µm and 0.7 µm 
respectively) as well as periodic pump issues yielding suspect data. Additionally, laboratory 
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measurements are subject to less consistent reaction times. It is additionally possible that the reagent 
differences between the laboratory and in situ colorimetric techniques (which are proprietary as per the 
manufacturer) could lead to these disparities. For example, a difference in acid strength could provide 
enhanced dissolution of iron oxide minerals and thus release of additional adsorbed phosphate. Additional 
data processing is necessary for comparison (Table 6-10) of the SUNA sensor (to laboratory-analyzed 
nitrate and nitrite (NOx). The SUNAv2, being a direct optical measurement, has a known positive bias in 
waters with high CDOM. In the future, a site-specific relationship between SUNAv2 and laboratory 
analyzed samples will be developed and used for correction of provisional SUNAv2 data. As noted 
previously, we were limited by the lack of back-up instrumentation when we had sensor issues that can 
not be addressed on site, and especially when the instruments needed to be returned to the vendor for 
factory repairs. 
 
Example time series data: An multi-task time series is presented in Figure 6-7 with provisional data from 
site L001 surface depth to demonstrate the power of the combined measurements. The figure shows 
turbidity as measured by the IRLON BIP from this task as well as measured by SFWMD sondes at the 
same location. Also shown is surface water SRP measured at high temporal frequency as part of this task, 
with HALO and SFWMD water column SRP measured from discrete sampling for reference. Finally, 
Task 5 SeaPRISM M. aeruginosa surface scum measurements are presented. The data demonstrates at 
least two major novel findings: 1) turbidity and water column SRP are tightly coupled at certain time 
period, suggesting the direct input of sediment pore water SRP into the water column. However, it is 
quickly exhausted either by phytoplankton uptake or scavenging by resuspended minerals. A major take 
home point is that conventional biweekly sampling literally misses an entire water column SRP 
accumulation/depletion cycling that was captured by the weekly measurements. This finding highlights 
the critical importance of maintaining in situ high frequency measurements; 2) The M. aeruginosa bloom 
undergoes a rapid, mostly permanent decline after this turbidity and nutrient depletion event. This figure 
is a critical part of our interpretation of the 2021 HAB season behavior and is referenced in Task 3 
sediment data, in which evidence is provided for the iron-driven termination of sediment diffusive fluxes 
of SRP. 
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Table 6-1: Completed activities at LO-L1S (Lake Okeechobee ± L1 Surface) in support of 
continuous monitoring from 7/1/21 through 1/31/22. 

Date  Site Visit Type  Troubleshooting resolution (if applicable)  

07/14/2021 Regular maintenance & 
Cycle-PO4 reagent change SeaFETv2 deployed in autonomous mode 

07/19/2021 Troubleshooting erroneous C3 data Copper antifouling plate was misaligned over 
sensors and it was fixed 

08/11/2021 Regular maintenance SeaFETv2 deployed in autonomous mode 

08/31/2021 Regular maintenance & 
Cycle-PO4 reagent change SeaFETv2 deployed in autonomous mode 

09/03/2021 Troubleshooting erroneous ECO data 
Diagnosed faulty biowiper motor on ECO. Retrieved 

for further troubleshooting and deployed backup 
ECO. 

09/13/2021 Regular maintenance SeaFETv2 deployed in autonomous mode 

10/07/2021 Regular maintenance &  
Cycle-PO4 reagent change N/A 

10/11/2021 Troubleshooting erroneous  
Cycle-PO4 data 

Cycle-PO4 retrieved for further troubleshooting; no 
backup Cycle-PO4 available; 

10/26/2021 Regular maintenance Cycle-PO4 not currently deployed due to 
malfunction; no backup Cycle-PO4 available;  

11/22/2021 Regular maintenance Cycle-PO4 not currently deployed due to 
malfunction; no backup Cycle-PO4 available;  

12/08/2021 Regular maintenance Cycle-PO4 not currently deployed due to 
malfunction; no backup Cycle-PO4 available;  

01/10/2022 Regular maintenance Cycle-PO4 not currently deployed due to 
malfunction; no backup Cycle-PO4 available; 
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Table 6-2: Completed activities at LO-L1B (Lake Okeechobee ± L1 Benthic) in support of 
continuous monitoring from 7/1/21 through 1/31/22. 

Date  Site Visit Type   Troubleshooting Resolution (if applicable)  

07/14/2021 Regular maintenance & 
Cycle-PO4 reagent change SeaFETv2 deployed in autonomous mode 

07/19/2021 Troubleshooting erroneous C3 data 

Diagnosed misalignment of the C3 copper faceplate. 
The faceplate moved during the deployment and 

covered the fluorometer optics. Faceplate was aligned 
correctly, secured and proper data transmission 

resumed 

08/11/2021 Regular maintenance 
SeaFETv2 was non-responsive upon retrieval of BIP. 
SeaFETv2 was retrieved for further troubleshooting in 

the lab. 

08/31/2021 Regular maintenance & 
Cycle-PO4 reagent change 

SeaFETv2 re-deployed in autonomous mode following 
in-lab repair 

09/13/2021 Regular maintenance 
SeaFETv2 was non-responsive upon retrieval of BIP. 
SeaFETv2 was retrieved for further troubleshooting in 

the lab. 

10/07/2021 Regular maintenance Cycle-PO4 not currently deployed due to malfunction; 
no backup Cycle-PO4 available; 

10/26/2021 Regular maintenance Cycle-PO4 deployed;  

11/22/2021 Regular maintenance &  
Cycle-PO4 reagent change N/A 

12/08/2021 Regular maintenance N/A 

01/10/2022 Regular maintenance &  
Cycle-PO4 reagent change N/A 
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Table 6-3: Data Completeness for all parameters at LO-L1S accessible on IRLON data portal 
(http://www.irlon.org/), 7/1/21 through 1/31/22.  

Instrument  Parameter  Number of 
Observations 

Number of 
Missing  

Observations 

Total Possible 
Observations  

Percentage 
Missing  

C3 Chlorophyll (blue) fluorescence 
[RFU] 4981 179 5160 3.47 

C3 Phycocyanin fluorescence 
[RFU] 4981 179 5160 3.47 

C3 CDOM fluorescence [RFU] 4981 179 5160 3.47 

Cycle phosphate concentration [uM] 2383 2777 5160 53.82 

ECO CDOM [ppb QSDE] 5062 98 5160 1.90 

ECO Chlorophyll [µg/L] 5062 98 5160 1.90 

ECO Turbidity [NTU] 5062 98 5160 1.90 

ECOBB3 Turbidity (470nm) [NTU] 5062 98 5160 1.90 

ECOBB3 Turbidity (532nm) [NTU] 5062 98 5160 1.90 

ECOBB3 Turbidity (650nm) [NTU] 5062 98 5160 1.90 

SBE37 depth [m] 5062 98 5160 1.90 

SBE37 dissolved oxygen [mg/L] 5062 98 5160 1.90 

SBE37 pressure [dbar] 5062 98 5160 1.90 

SBE37 specific conductance [µS/cm] 5062 98 5160 1.90 

SBE37 water temperature [C] 5062 98 5160 1.90 

SeaFET pH 5062 98 5160 11.01 

SUNA nitrate [uM] 4592 568 5160 2.56 
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Table 6-4: Data Completeness for all parameters at LO-L1B accessible on IRLON data portal 
(http://www.irlon.org/), 7/1/21 through 1/31/22. 

Instrument Parameter Number of 
Observations 

Number of 
Missing 

Observations 

Total Possible 
Observations 

Percentage 
Missing 

C3 Chlorophyll (blue) 
fluorescence [RFU] 4995 165 5160 3.20 

C3 Phycocyanin fluorescence 
[RFU] 4995 165 5160 3.20 

C3 CDOM fluorescence [RFU] 4995 165 5160 3.20 

Cycle phosphate concentration [uM] 3718 1442 5160 27.95 

ECO CDOM [ppb QSDE] 5049 111 5160 2.15 

ECO Chlorophyll [µg/L] 5049 111 5160 2.15 

ECO Turbidity [NTU] 5049 111 5160 2.15 

SBE37 depth [m] 5049 111 5160 2.15 

SBE37 dissolved oxygen [mg/L] 5049 111 5160 2.15 

SBE37 pressure [dbar] 5049 111 5160 2.15 

SBE37 specific conductance [µS/cm] 5049 111 5160 2.15 

SBE37 water temperature [C] 5049 111 5160 2.15 

SeaFET pH  3962 1198 5160 23.22 

SUNA nitrate [uM]  4986 174 5160 3.37 
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Table 6-5: Discrete sampling activities to QA/QC sensor data and document sensor drift from 
7/1/21 through 1/31/22. 

Sampling Date  Site ID  
Temperature & 

Specific 
Conductivity 

pH  Nutrients  Chlorophyll a 
(corrected)  

07/19/2021 LO-L1S X X X X 

07/19/2021 LO-L1B X X X X 

08/17/2021 LO-L1S X X X X 

08/17/2021 LO-L1B X X X X 

09/13/2021 LO-L1S X X X X 

09/13/2021 LO-L1B X X X X 

10/11/2021 LO-L1S X X X X 

10/11/2021 LO-L1B X X X X 

11/08/2021 LO-L1S X X X X 

11/08/2021 LO-L1B X X X X 

12/13/2021 LO-L1S X X X X 

12/13/2021 LO-L1B X X X X 

01/26/2022 LO-L1S X X X X 

01/26/2022 LO-L1B X X X X 
Table 6-6: Side-by-side comparison of ECO, YSI Pro DSS and Sea-Bird 19plusV2 CTD during 
discrete sampling activities from 7/1/21 through 1/31/22. 

Sampling 
Date Site ID 

Temperature, C Specific Conductivity, µS/cm 

SBE37 YSI CTD SBE37 YSI CTD 

7/19/2021 LO-L1S 29.50 29.10 29.50 393.11 392.10 389.84 

7/19/2021 LO-L1B 29.48 29.10 29.48 391.49 392.37 390.24 

8/17/2021 LO-L1S 28.55 28.20 28.57 285.21 291.60 307.39 

8/17/2021 LO-L1B 28.52 28.10 28.52 287.63 290.12 309.50 

9/13/2021 LO-L1S 29.54 29.10 29.53 303.06 334.86 305.68 

9/13/2021 LO-L1B 29.54 29.10 29.54 304.25 332.80 303.70 

10/11/2021 LO-L1S 27.39 27.00 27.40 305.67 309.98 308.62 

10/11/2021 LO-L1B 27.39 27.00 27.38 308.99 309.96 308.80 

11/08/2021 LO-L1S 20.94 20.50 20.94 350.22 356.50 355.23 

11/08/2021 LO-L1B 20.93 20.50 20.92 354.21 356.64 355.38 

12/13/2021 LO-L1S 21.95 21.50 21.96 386.12 390.97 390.79 

12/13/2021 LO-L1B 21.95 21.56 21.96 389.86 391.04 390.78 

01/26/2022 LO-L1S 15.98 15.60 15.99 391.74 403.50 399.59 

01/26/2022 LO-L1S 15.99 15.60 15.98 396.15 403.73 399.73 



 

6: Fixed location 
 
 

253 

Table 6-7: Side-by-side comparison of SeaFET, YSI Pro DSS and Sea-Bird 19plusV2 CTD during 
discrete sampling activities from 7/1/21 through 1/31/22 

Sampling Date Site ID 
pH 

SeaFET YSI CTD 

07/19/2021 LO-L1S 7.92 8.18 8.39 

07/19/2021 LO-L1B 8.63 8.16 8.37 

08/17/2021 LO-L1S 7.92 7.52 7.71 

08/17/2021 LO-L1B NS 7.40 7.63 

09/13/2021 LO-L1S 8.30 7.94 8.10 

09/13/2021 LO-L1B 8.13 7.88 8.08 

10/11/2021 LO-L1S 7.89 7.82 8.04 

10/11/2021 LO-L1B 8.03 7.85 8.01 

11/08/2021 LO-L1S 8.20 7.91 8.19 

11/08/2021 LO-L1B 8.27 7.92 8.18 

12/13/2021 LO-L1S 8.11 8.12 8.20 

12/13/2021 LO-L1B 8.40 7.93 8.19 

01/26/2022 LO-L1S 8.36 8.09 8.26 

01/26/2022 LO-L1S 8.46 7.96 8.26 
NS SeaFET did not sample  
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Table 6-8: Comparison of ECO BBFL2W and laboratory-determined chlorophyll a (corrected) 
during discrete sampling activities from 7/1/21 through 1/31/22. 

Sampling Date Site ID 
Chlorophyll a (corrected), µg/L 

ECO FIU CACHE 

07/19/2021 LO-L1S 5.13 
21.4 
22.5 
16.5 

07/19/2021 LO-L1B 4.14 
10.2 
12.8 
10.9 

08/17/2021 LO-L1S 7.16 
32.3 
27.6 
30.1 

08/17/2021 LO-L1B 7.56 
31.8 

30.8 
31.9 

09/13/2021 LO-L1S 5.97 
30.9 
27.4 
30.6 

09/13/2021 LO-L1B 6.72 
29.8 
25.0 
34.4 

10/11/2021 LO-L1S 5.41 
26.22 
26.05 
27.52 

10/11/2021 LO-L1B 5.97 
27.51 
29.28 
27.27 

11/08/2021 LO-L1S 4.61 
20.74 
22.18 
21.86 

11/08/2021 LO-L1B 5.19 
21.69 
24.04 
23.96 

12/13/2021 LO-L1S 3.28 
8.60 
8.43 
7.84 

12/13/2021 LO-L1B 3.62 
8.29 
7.74 
7.90 

01/26/2022 LO-L1S 2.94 
6.42 
6.62 
6.34 

01/26/2022 LO-L1B 3.21 
6.86 
7.09 
6.47 

T Below MDL  
I Below PQL  
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Table 6-9: Comparison of Cycle-PO4 and laboratory determined PO4 during discrete sampling 
activities from 7/1/21 through 1/31/22.  

Sampling Date Site ID 
PO4, mg P/L 

Cycle-PO4 FIU CACHE 

07/19/2021 LO-L1S 0.035 
0.052 
0.053 
0.054 

07/19/2021 LO-L1B 0.019 
0.056 
0.057 
0.057 

08/17/2021 LO-L1S 0.005 
0.033Q 
0.032 Q 
0.031 Q 

08/17/2021 LO-L1B 0.006 
0.032 
0.032 
0.032 

09/13/2021 LO-L1S 0.033 
0.023 
0.022 
0.022 

09/13/2021 LO-L1B NS 
0.023 
0.023 
0.023 

10/11/2021 LO-L1S 0.001 
0.029 
0.030 
0.030 

10/11/2021 LO-L1B NS 
0.030 
0.030 
0.030 

11/08/2021 LO-L1S NS 
0.029 
0.030 
0.030 

11/08/2021 LO-L1B 0.005 
0.030 
0.031 
0.031 

12/13/2021 LO-L1S NS 
0.046 
0.047 
0.048 

12/13/2021 LO-L1B 0.011 
0.048 
0.047 
0.048 

01/26/2022 LO-L1S NS 
0.068 
0.069 
0.069 

01/26/2022 LO-L1B 0.019 
0.068 
0.068 
0.068 

TBelow MDL  
I Below PQL  
NSNot sampled 
QAnalyzed ~50 minutes outside of hold 
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Table 6-10: Comparison of SUNA and laboratory determined NOx during discrete sampling 
activities from 7/1/21 through 1/31/22.  

Sampling Date Site ID 
NOX, mg N/L 

SUNA FIU CACHE 

07/19/2021 LO-L1S 0.154 
0.038 
0.037 
0.037 

07/19/2021 LO-L1B 0.180 
0.045 

0.040 

0.040 

08/17/2021 LO-L1S 0.176 
0.038 
0.036  
0.034  

08/17/2021 LO-L1B 0.203 
0.034 
0.033 
0.031 

09/13/2021 LO-L1S 0.133 
0.004I 
0.003I 
0.004I 

09/13/2021 LO-L1B 0.170 
0.004I 
0.003I 
0.008I 

10/11/2021 LO-L1S 0.126 
0.006I 
0.009I 
0.005I 

10/11/2021 LO-L1B 0.166 
0.006I 
0.006I 
0.007I 

11/08/2021 LO-L1S 0.173 
0.053 
0.051 
0.052 

11/08/2021 LO-L1B 0.193 
0.053 
0.053 
0.052 

12/13/2021 LO-L1S 0.258 
0.134 
0.134 
0.134 

12/13/2021 LO-L1B 0.303 
0.133 
0.133 
0.132 

01/26/2022 LO-L1S 0.447 
0.280 
0.276 
0.276 

01/26/2022 LO-L1B 0.445 
0.246 
0.277 
0.275 

 TBelow MDL  
  IBelow PQL  
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Figure 6-7: Time series of integrated HALO Task measurements demonstrating the specific decline 
of water column SRP associated with a strong turbidity event in late July 2021, which appeared to 
have led to the decline of M. aeruginosa surface scums at L001 as evidenced by the SeaPRISM 
(Task 5A). 
 

 
CONCLUSIONS & FUTURE WORK 

 
The IRLON BIP technology used in the Fixed Location Water Quality Monitoring in Lake Okeechobee 
provides research scientists and resource managers reliable, continuous environmental data to better 
quantify, model and predict the relationships between environmental factors and biological processes, 
specifically the cyanobacterial blooms that are causing concerns in the lake. The use of continuous 
environmental data such as those provided by this technology will enhance our ability to understand 
temporal and VSDWLDO�YDULDELOLW\�LQ�WKH�ODNH¶V�ZDWHU�TXDOLW\��7KLV�KLJK-frequency, continuous observatory 
data enable better quantification and modeling of relationships between environmental factors and 
biological processes, such as those reported elsewhere in other task results in this report (e.g. Tasks 3, 4, 
& 5). Should this task be continued in future HALO iterations, it would be highly desirable to purchase 
additional sensors so that there is a complete back up available, as the very long turnaround by the vendors 
for factory calibration, repair, and maintenance will otherwise lead to undesirable gaps in the continuous 
monitoring data.  Lastly, the IRLON BIPs have been developed so that other environment or meteorological 
sensors can be added to the current package to extend/enhance the monitoring capabilities that were 
deployed in this project. Should this project be continued in the next year, the project team might wish to 
explore including other sensor capabilities to expand the environmental monitoring of Lake Okeechobee. 
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TASK 7B: HUMAN EXPOSURE MONITORING: AIR SAMPLING (TASK LEAD: PARSONS) 

 
INTRODUCTION 

 
The large cyanobacteria blooms that have plagued Lake Okeechobee and associated waterways in recent 
years have created aesthetic and health (human and animal) concerns. In particular, the cyanobacteria M. 
aeruginosa has been the problematic bloomer, creating large mats in the water and producing the 
cyanotoxin, microcystin ± a known hepatotoxin. People have been exposed, sickened and even killed by 
microcystin (as have domestic and wild animals), leading the World Health Organization to establish 
exposure guidelines - concentrations >20 µg L-1 LQ�UHFUHDWLRQDO�ZDWHUV�DUH�FRQVLGHUHG�WR�EH�³KLJK�ULVN´�IRU�
acute health effects. While the water-borne threat of microcystin is well-established, the potential risk 
associated with air-borne exposure remains under-studied. The purpose of Task 7B, therefore, was to 
collect and analyze air samples during field-based studies to determine if, and to what extent, 
microcystins become air-borne/aerosolized above and in the vicinity of Lake Okeechobee. The primary 
sampling instrument used in Task 7B was an Andersen-style impactor air sampler, specifically the Tisch 
TE-20-800 cascade impactor sampler (Figure 7-1), which consists of seven size-fractionated stages that 
serve as a proxy for the human respiratory system.  The two smallest stages (6 and 7) collect particles 
capable of entering the alveoli (< 1 um in size) and are therefore the most likely proxy for air-borne 
microcystins for entering the bloodstream.   
 
 

METHODS  
 
One Tisch air sampler was secured at the helm of the boat used for field sampling as part of Task 2 for 
each of four sampling trips (February, March, April and June 2021). The pumps were run continuously 
during the field sampling (as the boat moved from station to station as part of Task 2 activities), sampling 
air for approximately 3.5 to 4 hours (exact times provided in Table 7B-1). Two personal air samplers 
(Sensodyne BDX II units) were also deployed during June 2021 to test the efficacy of these units in these 
half-day field studies. At the end of each trip, the samplers were brought back to the laboratory at Florida 
Gulf Coast University and the filters were immediately transferred to appropriately labeled petri dishes 
and stored in a -20 ᄶC freezer until analysis. 
 
Approximately 25% of each filter was initially analyzed for microcystin content following previously 
HVWDEOLVKHG�PHWKRGV��(DFK�ILOWHU�ZDV�ZHLJKHG��DQG�D�VXEVDPSOH��L�H���³SLH�ZHGJH´��ZDV�FXW�DQG�ZHLghed 
to determine the exact proportion of the filter removed. The wedge was extracted in 80% ethanol and 
analyzed using Enzo ELISA test kits following the procedures outlined in the ENZO Product Manual for 
the Microcystins-ADDA Elisa (Catalog #: ALX-850-319). These initial analyses determined that the 
toxin content of each wedge was below the limit of quantification (0.15 ppb), resulting in extraction of the 
remaining portion of each filter (~75% of original filter) to improve detection and quantification limits. 
The ¾ filters were extracted and analyzed as above. Filter extracts remaining below 0.15 ppb were 
recorded as <0.15 ppb, and all filter concentrations of microcystin were converted to air volume 
equivalents using the following four steps. 
 
First, microcystin concentrations were converted from ppb to ng/filter by multiplying the concentration 
(ppb) by the extract volume (2 mL) and the dilution factor (0.5), and dividing this value by the percentage 
of the filter extracted (approximately 75%; actual values provided in Table 7-1)., Then, pump flow rates 
(liters per minute) were averaged from T0 and Tend and multiplied by the duration of time (minutes) the 
pumps were on and sampling air to determine the volume of air sampled (L). The average (integrated) 
microcystin concentration in the ambient air was then calculated by dividing the microcystin content per 
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filter by the volume of air, and then multiplying by 1,000 to covert from L to m3. Spike-recovery 
experiments indicated that an average of 52% of the microcystins on the filter could be extracted and 
quantified using the ELISA method. The concentration value above was therefore multiplied by the 
inverse of 0.521 (1.92) to estimate final integrated air concentrations reported as ng of microcystins m-3 
air. 

 
 Figure 7C-1: Tisch Cascade Air 

Impactor used to collect bulk air samples 
as part of the HALO project (top). The 
eight stages in the air impactor size 
fractionate the particles sucked into the 
unit via a vacuum pump.  Each stage 
represents a section of the human 
pulmonary system (bottom). 

 
 

ACTIVITIES SCHEDULED vs. COMPLETED 
 
Two sampling trips were planned (one non-bloom season and one bloom season), but four sampling 
events were conducted (three non-bloom season; one bloom season) in February, March, April and June, 
2021. Air sampling was conducted for approximately 4 hours during each field sampling event (actual 
values provided in Table 7C-1). All QA/QC criteria established in the FDEP-approved QAPP were 
satisfied according to Enzo Product Manual criteria. Spike-recovery experiments resulted in recoveries 
ranging from 45.1 ± 60.0% recovery, for an overall average of 52.1%. These values are within the range 
reported in other studies (45 ± 80%; Lawton et al. 1994; Preece et al. 2015), but improvements are being 
pursued in order to lower limits of detection and quantification for future studies (most relevant for non-
bloom conditions). 
 
 

RESULTS & DISCUSSION 
 
Out of the 37 samples analyzed (in replicate = 74 ELISA tests), only seven samples produced microcystin 
levels greater than the limit of quantification, defined here as the lowest non-zero standard concentration 
(0.15 ppb) calculated with respect to air volume equivalents and as indicated by the shaded cells in Table 
7B-1. Three of these samples (401b, 408a, and 415b) had replicates that were below LOQ, indicating that 
replicate variability was influential in the results. As these are very low levels of microcystin, however, 
the significance of this variability is minimal (i.e., all values were in the vicinity of the LOQ; the overall 
general result is that microcystin concentrations were very low). As all samples had very low microcystin 



 

7B: Human exposure 
 
 

260 

concentrations, no samples have yet been sent to GreenWater Labs for analysis.  The original plan was to 
have GreenWater validate ELISA results using LC-MS/MS, but the concentrations of microcystins in 
these samples are too low for LC-MS/MS analysis. Validation will be better served during bloom events 
when microcystin levels are expected to be higher in the air. 
 
Five out of the seven samples that were above the LOQ were from stages 0 and 1, which collect particles 
between 5.8 and 9 µm (stage 1) and between 9 and 10 µm (stage 0), equivalent to exposure at the surface 
of the nose/mouth (stage 0) or in the immediate oral/nasal cavity (stage 1).  These samples would be 
comparable to nasal swab sampling if and when such studies are conducted (while originally planned, 
these analyses were removed from the scope of work due to loss of personnel). The remaining two 
samples were from stage 6 of sampler 415 and stage F of sampler 408 (Table 7B-1). Stage 6 collects 
particles ranging in size from 0.7 to 1.1 µm, representing the alveoli in the human lungs.  The detection of 
microcystins in a stage 6 sample indicates that microcystins are associating with particles capable of 
reaching deep into the human lung and may be able to enter the bloodstream via the alveoli. The stage F 
sample is interesting in that this stage is ancillary (i.e., not associated with any size fraction of particles) 
and collects (some) particles that do not settle on the previous stages (0 through 7). Detection of 
microcystins was not expected on stage F, and this result may be because the air impactor was utilized on 
a moving boat (often on a plane; > 20 kQRWV����7KLV�³KLJK�VSHHG´�PD\�KDYH�GLVUXSWHG�WKH�DLU�IORZ�RYHU�DQG�
into the impactor, disrupting the size fractionation process of the units. 
 

 
Figure 7B-2: Miranda Barrington (research technician from FGCU) collects a bloom sample on 
Lake Okeechobee (photo courtesy of Mason Thackston, FAU). 

 

Another interesting result that may also indicate interference caused by deploying the impactors on a 
moving boat is the lack of quantification of microcystin from samples analyzed from the April, 2021 
survey. M. aeruginosa was blooming at the time (Figure 7B-2), but no samples resulted in concentrations 
greater than the LOQ.  Alternatively, the bloom patches were only encountered for short periods of time 
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(<10 minutes generally; Barrington, pers. obs.), so an alternative explanation is that an inadequate amount 
of air was sampled when these patches were encountered.  
 
The personal air samplers did not produce any results that were greater than the LOQ.  Note that LOQ 
values were higher for the personal air samplers (~0.3 versus ~0.03) due to the lower volume of air the 
BDX II samplers would draw (2 lpm versus 28.3 lpm for the impactors). The LOQ values, however, are 
reasonable as discussed below. 
 
 

CONCLUSIONS & FUTURE WORK 
 
The results of this study produced four important findings: 1) microcystins could be detected using a boat 
platform; 2) airborne microcystin concentrations were low (~ 0.3 ng m-3); 3) the movement of the boat 
may have disrupted air flow in the impactors (stage F results above); and 4) four-hour deployments 
DSSHDU�WR�EH�DGHTXDWH�WR�SURYLGH�³KLJK�UHVROXWLRQ´�VDPSOLQJ�LQ�WKH�ILHOG��SUHYLRXV�GHSOR\PHQWV�UDQJHG�
from 2 days to one month). The risk of exposure to airborne microcystins is poorly known.  Based on 
WHO criteria for microcystins in drinking water (1 µg microcystin-LR), Wood and Dietrich (2011) 
calculated that an equivalent threshold for exposure to airborne toxins would be 4.58 ng m-3. As the LOQ 
values in this study were ~0.03 and ~0.3 ng m-3 (impactors and personal air samplers, respectively), our 
approach clearly met this benchmark (i.e., our results did not reflect poor detection limits per se but 
instead reflect low microcystin concentrations measured over the course of this study. Patches of M. 
aeruginosa were observed during this study (e.g. Task 2B & 4 results), but did not result in the 
PHDVXUHPHQW�RI�³KLJK´�PLFURF\VWLQ�FRQFHQWUDWLRQV�IURP�WKH�DLU��7KLV�REVHUYDWLRQ�FRXOG�UHVXOWV�IURP����
the bloom was not large enough to elevate airborne microcystin concentrations; 2) the 
bloom/environmental conditions were not conducive to producing airborne microcystins; or 3) the boat-
EDVHG�DSSURDFK�GLVUXSWHG�DLU�IORZ�WR�WKH�GHJUHH�WKDW�WKH�DLU�ZDV�³XQGHU�VDPSOHG´�E\�WKH�LPSDFWRUV��L�H���
laminar flow over the impactor orifice may have over-powered flow into the impactor cavity/stages. The 
best way to address these possibilities would be to sample using the same approach during a large bloom 
event (such as 2018), and to conduct laboratory-based studies to examine conditions conducive to 
producing airborne microcystins (as other researchers are doing). Going forward, the new Amendment #3 
Task 13 work will deploy the aerosol samplers at a fixed-location on the Lake during extended time 
periods, but while still maintaining short time intervals to examine diurnal and storm/quiescent period-
driven factors. 
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Table 7C-1: Summary of air sampling results conducted over the four sampling periods. The impactor data (SID # 401-428) 
are provided for stages and their replicates where at least one replicate had a microcystin concentration > than the limit of 
quantification (LOQ; shaded cells). Impactor minima, maxima and averages are given to provide information on the range of 
values for all stages impactors.  The data for the personal pumps SID # 436 & 437) are shown for comparative purposes 
(microcystin concentrations were below LOQ). 

SID # Replicate Sample 
Impactor/ 
Pump # 

Sampling 
Date 

% filter 
extracted 

Deployment 
Time (mins) 

Flow 
Rate 
(lpm) 

Air volume 
sampled (L) 

ng m-3 LOQ 
ng m-3 

401 a Stage 0 795/FGCU#2 2/25/2021 76% 249 28.41 7074.09 0.027 0.028 
401 b Stage 0 795/FGCU#2 2/25/2021 76% 249 28.41 7074.09 0.036 0.028 
408 a Stage F 795/FGCU#2 2/25/2021 78% 249 28.41 7074.09 0.032 0.027 
408 b Stage F 795/FGCU#2 2/25/2021 78% 249 28.41 7074.09 0.019 0.027 
415 a Stage 6 795/FGCU#2 3/25/2021 75% 225 29.07 6540.75 0.024 0.030 
415 b Stage 6 795/FGCU#2 3/25/2021 75% 225 29.07 6540.75 0.032 0.030 
427 a Stage 0 794/FGCU#1 6/29/2021 100% 222 28.88 6411.36 0.047 0.023 
427 b Stage 0 794/FGCU#1 6/29/2021 100% 222 28.88 6411.36 0.034 0.023 
428 b Stage 1 794/FGCU#1 6/29/2021 100% 222 28.88 6411.36 0.024 0.023 
428 a Stage 1 794/FGCU#1 6/29/2021 100% 222 28.88 6411.36 0.026 0.023 
436 a filter PP#3 6/29/2021 100% 219 2.01 439.31 0.157 0.341 
436 b filter PP#3 6/29/2021 100% 219 2.01 439.31 0.135 0.341 
437 a filter PP#5 6/29/2021 100% 167 2.01 335.67 0.184 0.447 
437 b filter PP#5 6/29/2021 100% 167 2.01 335.67 0.184 0.447 
impactor minimum 73% 222 28.41 6411.36 0.008 0.023 
impactor maximum 100% 249 29.58 7074.09 0.047 0.031 
impactor stage average 82% 233.3 29.00 6765.38 0.021 0.027 
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TASK 7C: INTEGRATED WATER COLUMN ALGAL TOXINS (TASK LEAD: MCFARLAND) 

 
INTRODUCTION 

 
Solid Phase Adsorption Toxin Tracking (SPATT) uses a porous hydrophobic resin to passively adsorb 
toxins produced by harmful algal blooms (Roue et al. 2018). Resin packets are deployed within water 
bodies for periods of days to weeks. Upon recovery, toxins can then be extracted from the resin and 
quantified to determine an integrated toxin adsorption rate over the entire deployment period. We 
employed SPATT technology in Lake Okeechobee to assess variability of microcystin concentrations 
among sites and over time during the 2021 bloom season. This technique provides both advantages and 
disadvantages to discrete toxin sampling/analyses (e.g. Task 2B). While there is a greater probability of 
detecting transient toxins, including lesser-studied/sampled toxins from species other than M. aeruginosa, 
it is not possible to pinpoint the occurrence to a single time point and is more difficult to extrapolate an 
in-ZDWHU�FRQFHQWUDWLRQ��+RZHYHU��LQVWHDG�RI�WDUJHWLQJ�³EOLQGO\´�WKRVH�WR[Lns with an unknown presence, 
SPATT bags are a more cost-effective approach to evaluating the likelihood of detecting these emerging 
problem HAB species/toxins, with follow-up studies then focused on targeting these toxins at improved 
temporal resolution sampling.  

 

METHODS 
 
Bags of SPATT resin were deployed at sites L001, L005, LZ40, and L006 for two week periods from 
May 13 to October 27, 2021. SPATT bags were attached to SFWMD platforms at these sites and 
submerged below the water surface on a weighted line. Once SPATT bags were recovered, they were kept 
in zip lock bags and frozen until toxin extractions took place approximately every two to three sampling 
events. Extractions were performed by column chromatography according to methods described by 
Howard et al. (2018). Steps include first pipetting methanol through chromatography columns containing 
resin from SPATT bags, then collecting samples in scintillation vials and keeping them in the dark at < -4 
ºC. The extraction method used 50% MeOH, where three consecutive extractions took place for each bag: 
one with 10mL of MeOH and two with 20mL of MeOH. After extraction, the resin was left to dry and 
was weighed to normalize toxin concentrations per gram of resin. Microcystin concentrations were 
measured with ELISA kits (Microcystins-ADDA SAES, Abraxis LLC, Warminster, PA #520011SAES) 
DFFRUGLQJ�WR�WKH�PDQXIDFWXUHU¶V�LQVWUXFWLRQV� 

 

ACTIVITIES SCHEDULED vs COMPLETED 
 

Two-week deployments at 4 sites were planned to cover the bloom season between May and October, 
2021. All bags were deployed in according to this schedule but not all bags were recovered. Of the 44 
total deployed bags, 26 were recovered. The remainder were missing upon recovery, presumably having 
become detached due to wave action or other physical GLVWXUEDQFH��EHLQJ�D�³VRIW´�GHYLFH��DGKHVLRQ�LV�
non-trivial issue). Nine SPATT bags were recovered from site L001 while only three were recovered from 
site L005 (Table 7C-1). All recovered SPATT bags were analyzed to determine microcystin adsorption 
rates as planned. 
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RESULTS & DISCUSSION 
 
0LFURF\VWLQ�DGVRUSWLRQ�UDWHV�SHU�ZHHN�YDULHG�EHWZHHQ������DQG�������ȝJ toxin per gram of resin (Table 
7C-1, Figure 7C-1). Site LZ40 had the highest measured adsorption rate as well as the highest average 
adsorption rate over the course of the study. Site L005 had the lowest average adsorption rate but only 
three SPATT bags were recovered. Variation within sites over time was comparable to variation among 
sites throughout the lake.  

Table 7C-1: Concentrations of micrograms microcystins per gram of resin for each 2-week 
deployment period, per week, and per day of each deployment. 

Deployment 
date 

Sites Integrated 
Toxin 

Concentration 

Concentration 
per week 

Concentration 
per day 

13-May LZ40 229.90 114.95 16.42 
13-May L001 159.37 79.68 11.38 
27-May LZ40 242.99 121.50 17.36 
27-May L001 293.78 146.89 20.98 
29-Jun LZ40 194.67 97.34 13.91 
29-Jun L001 174.41 87.21 12.46 
29-Jun L005 67.53 33.77 4.82 
29-Jun L006 10.55 5.28 0.75 
13-Jul L001 205.36 102.68 14.67 
28-Jul L001 220.13 110.07 15.72 
28-Jul L006 240.83 120.42 17.20 

10-Aug LZ40 181.10 90.55 12.94 
10-Aug L001 282.93 141.46 20.21 
10-Aug L006 194.42 97.21 13.89 
24-Aug LZ40 134.91 67.45 9.64 
24-Aug L001 37.14 18.57 2.65 
24-Aug L005 66.50 33.25 4.75 
24-Aug L006 93.16 46.58 6.65 
14-Sep L001 54.67 27.33 3.90 
14-Sep L005 60.51 30.25 4.32 
14-Sep L006 11.22 5.61 0.80 
29-Sep L001 131.32 65.66 9.38 
29-Sep LZ40 467.18 233.59 33.37 
12-Oct L006 309.33 154.67 22.10 
12-Oct LZ40 13.15 6.57 0.94 
27-Oct LZ40 12.60 6.30 0.90 
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Figure 7C-1: Amounts of microcystins adsorbed to SPATT bags per gram of resin and per week of 
deployment. 

 
 

CONCLUSIONS & FUTURE WORK 
 

SPATT technology proved effective at assessing microcystin dynamics in Lake Okeechobee revealing 
high total loads of this toxin throughout the lake. Although variability among deployments was high, no 
temporal trends were identifiable at any of the monitored sites within the context of this task only. This is 
reflective of the patchy nature of M. aeruginosa blooms which can be concentrated in a small area and 
move rapidly from one region to another depending on wind and weather conditions. No consistent spatial 
trends were identifiable in the data except for at site L005 in the western portion of the lake where toxin 
adsorption rates appeared to be lower. However, the low SPATT bag recovery rate at this site reduces 
confidence in this result. This task data is undergoing interpretation into the other task results (e.g. Tasks 
2, 4, 5, 6, & 7B), with the most obvious example being the direct comparison of the integrated toxins 
from this task with discrete in-water toxins measured from Task 2. Anecdotally, the L001 integrated 
toxins appear to match the toxin results (most easily visualized via comparison to Figure 3A-16. Overall, 
the cost-effective SPATT technology, shown to be effective here, may be even more useful in Lake 
Okeechobee during the winter, non-bloom season when toxin concentrations are generally below 
detectable levels. The technique can be more sensitive and detect lower concentrations of toxins than 
traditional water sample-based analyses.  
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