
 
 

 

 
  

 
 

   
    
    

     
  

   
 

              
   

 
   

 
               

             
             

            
               

               
               

     
 
          

           
            

            
              

  
 

  
 
             

             
              

             
               
              
              

            
              

         

September 18, 2018 

Leah J. Smith 
District and Business Support Program 
Division of Waste Management 
Florida Department of Environmental Protection 
2600 Blair Stone Road 
Tallahassee, FL 32399-2400 

Re: Literature review comparing the use of one-half the reporting limit to ProUCL methods of 
estimating non-detects 

Dear Ms. Smith: 

At your request, we have performed a literature review comparing the use of one-half the 
reporting limit to other methods included in ProUCL for estimating non-detects. The reporting 
limit is the smallest concentration that can be reported by the laboratory. In USEPA 
terminology, the reporting limit is the method detection limit, although in other contexts the 
reporting limit may be defined as a value greater than the limit of detection and less than or 
equal to the limit of quantification. For the purposes of this literature review, the term reporting 
limit is used to mean the concentration below which results are reported as “non-detect” and left 
censoring of the dataset occurs. 

Several methods have been proposed for the estimation summary statistics in censored 
datasets. Each of the proposed methodologies has strengths and limitations in estimating the 
mean and variance of a population. No single method consistently outperforms the others in all 
instances due to differences in the percentage of censored data, number of reporting limits, 
sample size, and distribution of the data. Four of the most commonly used methods are 
summarized below. 

Simple substitution 

The simple substitution method consists of replacing the censored value with some 
fraction of the reporting limit. The most common substitution values include the reporting limit, 
one-half the reporting limit, the reporting limit divided by the square root of two, and zero. This 
method is based on the hypothesis that data below the detection limit follow a uniform (detection 
limit, detection limit divided by two) or triangular (detection limit divided by the square root of 
two) distribution (Baccarelli et al., 2005). Substituting one-half the reporting limit for non-detect 
data is not likely to bias the mean; however, it will decrease estimates of the variance and upper 
percentiles. Alternatively, assuming the non-detected value is equal to the reporting limit tends 
to overestimate the mean. Because the assumption is that all non-detected values consist of 
one value (the reporting limit), this method of substitution also decreases the estimates of 



 
 

  

           
           
           

              
 

             
              

                
             
               
            

            
            

         
             

              
             

            
           

             
           

              
              

               
       

 
  

         
 

  
          

           
         

    
              

          
          

         
 

 
 
          

         
              

             
          

            
          

             
             

             

variance and upper percentiles (ITRC, 2013; Hewett and Ganser, 2007). Substitution of 
censored data by one value limits the distribution and decreases the variance. Lognormally 
distributed environmental data are particularly sensitive to the choice of substitution values 
since the variance on these data sets is usually larger (Leith et al., 2010). 

Several studies have shown that simple substitution methods do not work as well as 
methods that impute values for non-detects (Helsel, 2010; Leith et al., 2010; Hewett and 
Ganser, 2007; Singh et al., 2006; Baccarelli et al., 2005; Croghan and Egeghy, 2003). For data 
sets with a large number of non-detects, the substitution method distorts the data and produces 
incorrect results. Singh et al. (2006) studied simple substitution methods and showed that these 
methods also do not perform well even when the non-detected observations are as low as 5-
10%. They recommend against using the substitution method for calculating 95% upper 
confidence limits (UCLs) on the mean in datasets with non-detected observations. This agrees 
with simulation studies performed by Helsel (2010) which showed substitution methods 
generally performed poorly. Based on Monte Carlo simulation results on PCB and p,p’-DDE 
concentrations in plasma collected from nestling bald eagles, Leith et al. (2010) found the one-
half the detection limit substitution method produced a significant substitution effect for all 
datasets with greater than 11% non-detects. They conclude this is not a good method for 
analyzing left-censored data sets as the percent of non-detects increase. Croghan and Egeghy 
(2003) also used simulations to test the performance of simple substitution techniques. They 
determined that simple substitution is adequate for datasets with a slightly larger percentage of 
non-detects than the other studies. They concluded the error rate and relative difference in the 
means increase when the non-detected data exceed 25%. Their simulation also showed that 
replacement with the limit of detection divided by the square root of two produced better 
estimates of the mean than one-half the detection limit. 

Strengths: 
1. It is an easy methodology that requires little statistical knowledge. 

Limitations: 
1. Substitution introduces an arbitrary pattern into the dataset. If there are enough non-

detects, this pattern introduces bias that can change the distribution of the data. This 
bias increases as the number of non-detects increase (Helsel, 2010; Leith et al., 2010; 
Helsel, 2005). 

2. Because substitution limits the spread of the data below the reporting limit, it reduces the 
standard deviation and upper percentile values. Underestimating the upper percentiles 
in a dataset will also underestimate risk from exposure. 

3. This methodology can result in inaccurate hypothesis tests (Helsel, 2006). 

Kaplan-Meier Method 

The most commonly used method to calculate summary statistics on censored datasets 
is the Kaplan-Meier method. The Kaplan-Meier method is a non-parametric method that relies 
on the ranks of the data, not any specific distribution. It uses this data to create a probability 
distribution function to impute the non-detects (ITRC, 2013). In an evaluation of several 
statistical treatments of left-censored data sets (including substitution, Kaplan-Meier, regression 
order statistics, and the maximum likelihood), Antweiler and Taylor (2008) concluded that for 
datasets with less than 70% censoring, the best overall technique for estimating summary 
statistics is the Kaplan-Meier method. Singh et al. (2006) performed an evaluation to compute 
the 95% UCL on datasets with multiple detection limits. Monte Carlo simulation experiments 
were performed on left-censored data sets over a wide range of skewed distributions. They 
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found that the Kaplan-Meier estimate of the mean generally provided better coverage than the 
substitution, regression order statistics, and maximum likelihood estimates for data sets with up 
to 70% non-detects. The Monte Carlo simulations performed by Leith et al. (2010) showed 
Kaplan-Meier statistics provided the best estimate of geometric means in datasets with both left-
hand censoring and right skew. 

Strengths: 
1. It is a non-parametric method so it does not require an assumption regarding the 

underlying distribution of the data. It is robust to all datasets where the true distribution 
departs significantly from a normal or lognormal distribution. 

2. It can be used when multiple reporting limits are present. 
3. Kaplan-Meier method can also be used when summing detect and non-detect data 

(such as in calculation of a dioxin toxic equivalence quotient (TEQ) or a benzo(a)pyrene 
TEQ (ITRC, 2013). 

4. This method is not easily affected by outliers. Therefore, it is a good methodology for 
determining summary statistics on right-skewed datasets. (Leith et al., 2010; Antweiler 
and Taylor, 2008). 

Limitations: 
1. If only one reporting limit is present, the Kaplan-Meier method is equivalent to simple 

substitution because it will not estimate below the lowest detection limit. When 
performance is measured in absolute bias, the Kaplan-Meier method with one detection 
limit performs poorly when compared to regression and maximum likelihood estimate 
methodologies. Hewett and Ganser (2007) found this method resulted in a strong 
positive bias for the mean when only one limit of detection was present in the dataset. 

To use the Kaplan-Meier method, a minimum of 8-10 data points with at least 3 detected 
concentrations are required. The non-detected concentrations should not make up more than 
50-70% of the dataset (ITRC, 2013). 

Regression order statistics (ROS) 

Regression order statistics assume the data are normally, lognormally, or gamma 
distributed. This assumption is used to assign values to the non-detected concentrations in the 
dataset. Basically, this method calculates a linear regression line through the data (or log-
transformed data for a lognormal distribution). The regression line is used to estimate the non-
detected concentrations before calculating the summary statistics. This method assumes the 
non-detected data can be fit to a known distribution. It is considered a semi-parametric method 
because it only utilizes the distribution for the non-detected data and does not apply this 
assumption to the entire data set (ITRC, 2013). The ability of this method to estimate non-
detects is dependent upon the fit of the regression line and the distance of individual data points 
from this line (Helsel, 2005). The normal, lognormal, and gamma ROS methods are available in 
ProUCL (USEPA, 2015a). 

Strengths: 
1. The gamma ROS method can be used with one as well as multiple reporting limits.  This 

provides an advantage over the Kaplan-Meier method (USEPA, 2015a; ITRC, 2013). 

Limitations: 
1. Singh et al. (2006) noted that the ROS method does not provide adequate coverage of 

the mean for highly skewed left-censored distributions. This is true independent of the 

3 



 
 

  

           
           

                
           

 
 
                

             
              

             
       

 
    

 
              

          
              

             
            

             
               

            
           

               
           

   
 

  
              

           
           

              
            

    
 

  
                

           
  

          
      

        
         

  
 
                

             
                

    
 
 

size of the dataset and percentage of non-detected concentrations because the linear 
regression model produces a poor fit for highly skewed datasets. 

2. Does not perform well in the presence of outliers. In the presence of outliers, estimates 
of the non-detects may become negative or exceed the detection limit (Singh et al., 
2006). 

To use the ROS method, a minimum of 8-10 data points with at least 3 detected 
concentrations are required. At least 50% of the dataset should consist of detected 
concentrations (ITRC, 2013). For more accurate and reliable results, a minimum of 10 detected 
observations should be used. Singh et al. (2006) recommend more than 10 detected 
observations when the percentage of non-detects is greater than 40%.  

Maximum Likelihood Estimation (MLE) 

Similar to the ROS method, the MLE approach also assumes the data are normally or 
lognormally distributed. This methodology uses an iterative process to solve for the mean and 
variance of the dataset (Croghan and Egeghy, 2003; Shumway et al., 2002). These statistics 
are calculated using parameters that represent the best fit to the distribution of the observed 
values (Antweiler and Taylor, 2008). Cohen’s method is a frequently used form of MLE and 
assumes a normal distribution to the data. The Cohen’s MLE method cannot accommodate 
more than a single reporting limit and can only assume the normal distribution. Because most 
environmental data are lognormal, the dataset needs to be transformed before estimating the 
mean and standard deviation. Transformation of the logarithms back into their original units 
introduces bias for datasets with less than 50 observations (Helsel, 2005). However, a study by 
Croghan and Egeghy (2003) concluded this method works better at estimating means than the 
simple substitution technique. 

Strengths: 
1. Performs well when the assumed distribution is correct. Helsel (2010) describes three 

different simulation studies conducted with colleagues in 1986 and 1988. These 
simulations showed the MLE method performed best for the estimation of percentiles as 
long as the assumption of the distribution was correct. If the assumption for the 
distribution was incorrect, the MLE method could produce percentiles that were very far 
off the true values. 

Limitations: 
1. If the wrong distribution is assumed for the dataset, the MLE method will not calculate 

accurate results. Only small departures from the assumed distribution are tolerated 
(Helsel, 2010). 

2. Use of logarithmic transformations for environmental data can introduce bias, requiring 
large datasets (Helsel, 2005). 

3. This method is sensitive to outliers (Antweiler and Taylor, 2008). 
4. Does not accommodate multiple detection limits without decreasing performance 

(USEPA, 2015b). 

The MLE method requires a large dataset. With multiple reporting limits, at least 50 data 
points and a detection frequency greater than 50% is required. Due to the limitations inherent in 
this approach, it is not included in ProUCL Version 5.0/5.1. However, it can be found in older 
versions of the program. 
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Please let us know if you have any questions regarding this review. 

Sincerely, 

Leah D. Stuchal, Ph.D. Stephen M. Roberts, Ph.D. 
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